ABSTRACT

Virtual Reality is increasingly used for safe evaluation and validation of autonomous vehicles by automotive engineers. However, the design and creation of virtual testing environments is a cumbersome process. Engineers are bound to utilize desktop-based authoring tools, and a high level of expertise is necessary. By performing scene authoring entirely inside VR, faster design iterations become possible. To this end, we propose a VR authoring environment that enables engineers to design road networks and traffic scenarios for automated vehicle testing based on free-hand interaction. We present a 3D interaction technique for the efficient placement and selection of virtual objects that is employed on a 2D panel. We conducted a comparative user study in which our interaction technique outperformed existing approaches regarding precision and task completion time. Furthermore, we demonstrate the effectiveness of the system by a qualitative user study with domain experts.

Index Terms: Human-centered computing—Human computer interaction (HCI)—Virtual Reality; Human-centered computing—Interaction design and evaluation methods—User interface design—User studies

1 INTRODUCTION

Real-life testing and validation of automated and autonomous vehicles is a challenging task regarding safety concerns and efficiency. Engineers have to consider unexpected traffic, road, and weather conditions when preparing testing scenarios. Designing and executing these scenarios may involve potential risks to the system itself, or the environment. Additional to these risks, reproducibility of the scenarios is limited, and slow development and testing cycles become expensive for automotive companies [65].

To address these limitations, original equipment manufacturers employ simulators of virtual traffic scenarios. This enables much faster development and testing cycles at reduced cost and without safety concerns. Recently, Nvidia introduced the commercial Nvidia Drive Sim and Nvidia Drive Constellation platforms to simulate testing of autonomous vehicles [13]. They collaborate with rFpro who provides photo-realistic rendering of traffic scenes. Furthermore, Siemens recently announced their in-house autonomous driving performance validation and verification solution [58].

Virtual Reality (VR) offers a number of potential benefits for examination of the simulated scenarios and to perform system validation and verification [54]. Immersive visualization enables improved spatial perception, e.g. for the realistic judgement of driving speeds and distances [43]. Furthermore, efficient navigation in the 3D environment is possible and the scenario can easily be observed from varying perspectives. For instance, users can follow traffic movement from inside a vehicle and seamlessly switch to a pedestrian’s perspective standing at a crossing.

An important building block of such virtual traffic simulations is the design of specific testing scenarios, which includes the creation of road networks and behavioral properties such as speed limits and...
traffic directions. These scenarios can be generated from real public data sources such as geographic information systems (GIS) [45], or by procedural generation [35]. In addition, user-controlled interactive design of road networks and traffic scenarios can be performed to test vehicles in custom environments [8]. User-defined scenarios can be adapted to specific requirements and provide increased flexibility in their design.

However, to create such scenarios, engineers are limited to 2D desktop-based domain-specific tools for the design of road networks or common 3D modeling environments, which require adequate knowledge of these expert tools. Even with expertise on such tools, it is inefficient to perform a full design iteration including an evaluation of the scenario in VR. If an intermediate modification of the road geometry is necessary while being immersed, the user has to leave the VR environment and perform the modifications with a desktop-based tool. The model then has to be re-imported and the user has to re-enter the validation environment. This breaks the immersion and, more importantly, slows down the design and evaluation cycle, which costs time and effort.

To this end, we propose a VR-based authoring environment that enables an iterative workflow of road network authoring and automated driving simulation inside a single immersive virtual environment (IVE). Users can create and modify road networks at run-time via free-hand gestural interactions. Free-hand gestures are employed to support natural and intuitive interactions. Design iterations with direct feedback become possible, which enables a human-in-the-loop rapid evaluation and comparison of traffic scenarios.

Road network creation is an inherently 2D interaction task. To define a road network, start and end points of each road segment need to be defined. The height of the terrain, however, is irrelevant for the resulting network topology. Therefore, we designed a control widget that enables this 2D interaction task in a 3D environment by orthographic rendering of the terrain. It is used for road network manipulation as well as an efficient means to navigate the scene. The 2D scene control panel is embedded into the 3D environment and can be placed freely relative to the user. We devised a novel 3D interaction technique for indirect placement and selection of objects on the 2D terrain surface. It is thus possible to perform manipulations of the road network, while immediately observing the result in the 3D surrounding.

To show the effectiveness of our approach, we evaluated possible design alternatives and performed a comparative user study. Existing work on free-hand road network creation in VR proposes a direct-manipulation interface that transforms the scene via two-handed gestural interactions [26]. Objects are placed directly on a scaled-down version of the terrain, which is then scaled up again to perceive the surrounding in real-world size. In contrast to their approach, we enable users to do simultaneous manipulation and perception of the virtual environment via indirect interaction techniques by utilizing a 2D scene control panel.

Besides quantitative data on precision and task completion time, we furthermore gathered qualitative feedback on our overall system design from a heterogeneous group of participants that included VR experts and control engineers. The insights we gathered from the qualitative evaluation will serve as a basis for further improvement of the system.

In summary, the contribution of this work is two-fold:

- First, we present a system for authoring road networks in VR that can serve for automated vehicle testing. We evaluate the effectiveness in a qualitative user study with VR experts and control engineers.

- Second, we propose an indirect interaction technique for object placement and selection on a 2D terrain surface. We evaluate its performance in a comparative user study towards a direct free-hand interaction technique.

2 RELATED WORK

2.1 Scene Authoring in Virtual Reality

Immersive visualization in VR enables an improved spatial perception. Regarding interactive scene authoring, this provides the user with a more realistic sense of scales and distances in the virtual environment, and a better judgment of velocities for dynamic scenes. Commercial game engines recognize this potential and provide frameworks such as the VR Editor by Unreal Engine [12] and EditorXR by Unity Engine [3] to author 3D environments while being immersed. To author an IVE, scene objects need to be created and arranged by the user. Object creation inside VR can be achieved by different means, such as geometric modeling [17, 31, 39, 41, 51, 53], sketching [4, 11, 30] or procedural generation [59]. In the following, we focus on existing approaches for high-level scene authoring, i.e. placement and arrangement of objects, rather than geometric modeling.

Mine [52] proposes ISAAC that enables users to construct interactive virtual scenes directly in an IVE by using direct and indirect manipulation techniques. MultiGen's SmartScene, evolved from PolyShop by Mapes et al. [49], employs 2-handed interaction techniques realized via tracked data gloves to author the scene in VR. Wang et al. introduce the hybrid immersive level-editing system DIY World Builder that enables users to create the environment via a hybrid wand and tablet interface [67]. They provide functionalities for terrain editing, placing and texturing objects, and controlling lights in the virtual environment. Barot et al. present the Wonderland Builder that enables users to create and manipulate objects in VR via multimodal interaction techniques, coupling voice, and tracked hand input commands [16]. Genesys is a VR scene builder that provides assets from a built-in content browser in VR [28]. Users can load and manipulate these assets via free-hand gestural inputs. Another approach is presented by Ichikawa et al. [38] in VR Safari Park, which enables users to design a virtual environment simulation using blocks and a hierarchical world tree. The blocks represent objects such as animals and trees, and by attaching these blocks to the world tree, objects are added into the virtual environment. While these works present various approaches to the general problem of scene authoring in VR, none of the previous works specifically address road network creation.

2.2 Road Network Creation

Creation of virtual road networks has been addressed by different methods. These methods can be based on public data sources [45, 66, 70], procedural generation [1, 24, 29, 34, 36, 62], deep learning [32, 37, 42] or user-defined creation. A user-driven approach is inevitable when the design has to be based on specific application requirements. While manual creation can be a cumbersome process, it yields flexibility in the road network creation. To this regard, engineers employ desktop-based tools such as Road Generator [9], CarMaker [5], CarSim [6] and SUMO [10]. However, modification of the created road networks in VR is not possible with these tools.

A recent work that is presented by Côté et al. [26] addresses this issue by enabling users to create and modify roads in VR. Like our system, users interact with the virtual environment using free-hand gestures. It enables users to create roads by placing control points directly on the terrain. The shape of the road can be modified by dragging these control points. Navigation is realized by scaling the virtual world by moving the closed fists apart or closer. Inspired by their work, we implemented direct interaction and travel techniques to compare with our indirect interaction techniques for creating roads and navigating the virtual environment (see Section 4).

2.3 2D Selection in 3D Space

Object selection is a major task for scene authoring in VR. While there is comprehensive literature on 3D selection techniques [14, 46, 50, 69], previous work also studied 2D interactions, such as the design and evaluation of 2D widgets or menus in VR [21, 27, 71].
Regarding object selection, several techniques employ interactions with the projected 2D image plane in an IVE. The Aperature technique presented by Forsberg et al. [33] uses a tracked six degrees of freedom (DOF) input device, while the Image-plane technique by Pierce et al. uses free-hand interactions for object selection [55]. Ware and Lowther presented One-Eyed Cursor, in which they evaluated the effectiveness of a 2D cursor compared to a stereo cursor for 3D selection tasks [68]. Their study was later extended by Teather et al. [63] accounted for input devices with varying DOF. EZCursorVR is another image-plane selection technique, proposed by Ramcharitar et al. [56], uses a 2D head-coupled cursor fixed in screen space that can be employed with 2, 3 or 6 DOF input devices. While our technique is similar to these approaches, it differs in the rendering of the projected image on the 2D plane and the way interactions are performed. Compared to other techniques, we render an orthographic projection of the scene on an upright 2D plane that can be positioned freely relative to the user. Furthermore, we utilize a ray-based selection that is perpendicular to the 2D plane. The ray originates from the tip of the finger and does not depend on the pointing direction. Therefore, stretching out the finger is not necessary, as in the Sticky Finger technique by Pierce et al. [55], which might cause fatigue after extended usage [40].

3 System Description

To enable users to author road networks and driving scenarios, we developed an interactive VR-based authoring environment. The system will be used by novice users that might lack considerable experience with 3D interfaces. We, therefore, designed a natural user interface based on free-hand gestures to make the application as approachable and intuitive as possible. See Section 4.2 for the technical setup of the system.

The interactive creation of road networks, various operations need to be implemented. Specific requirements were iteratively developed in close collaboration with control engineering experts of Ford Motor Company. First, the system needs to enable users to create, delete, and cut road segments, add crossings and bridges, and modify the properties of these elements, such as the curvature or slope of a road segment. The second requirement is to define parameters for the later simulation. Thus, our system enables users to change the traffic direction and add static objects, vehicles, and speed limits while creating the virtual environment as well as during the testing phase. The third requirement is that users need to efficiently navigate through the environment during scene authoring. Therefore, users can navigate via flying, teleportation, or by using a minimap technique. Further, our system enables saving and loading of the created scenes, to continue the design at a later time or export the scenario for offline editing. Moreover, to assist users to employ the system, video tutorials for each feature are provided that can be watched inside the virtual environment. In the following, our system is explained in detail.

3.1 System Menu and Control Interface

To enable novice users to interact with our system, a natural user interface based on free-hand interactions is implemented. Gestures executed by the user serve as the system input. Although gestures can be defined by the whole body of the user, we focus on using hand, finger, and palm. We find that a sitting position is the right setup for interacting with our system since authoring road networks in VR can be tiresome if the user has to stand for hours [18, 72]. In the following, we describe the interaction with the UI elements and the scene control panel.

3.1.1 UI Elements

Because we aim to address a large number of features, adapted 2D menus are implemented, as suggested by Laviola et al. [46]. One of the concerns about floating menus in VR is the occlusion with the environment. However, we addressed this issue by enabling the placement of floating menus freely relative to the user by dragging a sphere handle. Upon grabbing the handle, the attached floating menu is minimized to provide an unobstructed view of the scene, and the semi-transparent frame will be visible to guide the arrangement of the menus in the environment (see Figure 2). Furthermore, the floating menus can be anchored to the user’s left hand.

Upon rotating the left palm towards the eyes, two menu items become visible. These items can be detached by pulling them away from their anchor. To enable users to interact in a fast manner, these handles snap to their anchor location when they are in a defined range. This is visualized by interpolating the color of the handle from blue to magenta. Furthermore, multi-modal cues, visual and auditory, are provided to substitute for the lack of haptic feedback during interaction with the menu buttons [20].

3.1.2 Scene Control Panel

The planning of real-world road networks by civil engineers typically starts from a 2D blueprint. To match this common workflow, we designed a 2D interface that enables users to create road networks in VR (see Figure 3). The scene control panel consists of a minimap, a navigation panel, and a tools menu that can be placed freely in the virtual environment after detaching from its anchor. Via the navigation panel, the user can activate teleportation, zoom in/out, and panning on the minimap. The minimap, a 2D World in Miniature [61], shows an orthographic projection of the scene, and users can add, select, and delete objects by interacting with it. Furthermore, altering the properties of objects is possible via the property menus that can be enabled by a left pinch gesture. The property menu spawns in front of the minimap and is drawn semi-transparently to enable users to observe the changes during interaction.

3.2 Travel

To address our requirement of efficiently navigating the scene, we implemented three travel techniques that are in the category of steering-based and selection-based techniques [46].
Flying [57] is realized via a multi-modal interaction technique to improve the user experience [46]. It is enabled and disabled by giving “fly” and “stop” voice commands, respectively. After enabling the technique, the position of the user is continuously translated into the pointing direction of the stretched right hand. Furthermore, flying speed can be manipulated by changing the distance between the knuckle of the index finger and the thumb of the right hand.

Teleportation [22] is realized by instantly changing the location of the user to a position that is selected on the minimap. Furthermore, the view of the minimap can be changed via the navigation widget that is located on the bottom right of the scene control panel (see Figure 3). By dragging the sphere handle from its resting position, zooming in/out and sideways panning can be performed.

### 3.3 Object Selection and Manipulation

To address our first requirement, a user interface for the selection and manipulation of objects in VR has to be provided. Therefore, we designed an interaction technique for selection and manipulation of objects via the minimap on the scene control panel. It provides an efficient tool for 2D selection and placement of objects on the terrain. The interaction is based on free-hand gestural input and illustrated in Figure 4. For a better spatial perception of the manipulated objects, we furthermore enable users to perform interactions in 3D space.

The selection and placement of objects is performed based on motion of the right index finger towards the minimap. The specific action that is triggered depends on the distance of the finger tip to the 2D panel. A line that represents the pointing ray is drawn perpendicular to the panel, and indicates the active range for the different actions to the user. It is drawn as 3 colored segments and has a cursor, drawn as a red cross (see Figure 4 Left). The colored segments represent the different actions that are triggered when the tip of the index finger meets with the respective segment. White, yellow, and red-colored regions on the line represent the idle, select, and add modes, respectively.

An object is added to the virtual environment when the tip of the index finger reaches the red segment of the line and touches the cursor. After an add operation, the indicator line becomes invisible, and the user needs to pull back his index finger to the distance at which the idle mode is defined to perform further interactions. This push-pull gesture is used to avoid accidental add operations.

To select an object, the user moves the index finger into the yellow segment of the indicator line (see Figure 4 Right). Selected objects are highlighted in a red color. Different actions can then be performed on the selected objects via the control panel, such as deleting, splitting or merging of road segments.

Apart from the indirect interactions via the scene control panel, all objects in the virtual environment can furthermore be transformed via 3D selection and manipulation. For 3D object selection, we use the flashlight pointing technique, which uses a conic selection volume to select small and distant objects [47]. In our system, the apex of the cone is located at the palm of the left hand, such that objects can be selected by pointing the left palm towards an object.

To perform accurate manipulation of an object’s position, we employ a transformation widget instead of a direct mapping to the user’s hand motion (see Figure 5). By dragging the widget via the axis arrows, the position of the selected object can be manipulated.

### 3.4 Road Network Authoring

Our system enables users to author road networks and traffic scenarios via placement and manipulation of objects in the virtual environment. This addresses our primary requirement for interactive road network creation. Objects can be roads, crossings, bridges, speed limit signs, static scene objects and vehicles.

Regarding road geometry, the default shape of a road segment is a Catmull-Rom spline, which is defined by adding control points onto the terrain. The user can add a continuous sequence of control points to create connected road segments. By adding the last control point close to the starting point of the road, closed-loop road tracks can be created. The creation of a new, separate road segment can be activated via the tools menu. To enable users to create road segments with zero curvature, an underlying grid is implemented onto which the added control points will snap. The size of the grid can be altered and its visibility can be toggled via the scene control panel.

Our system enables users to interact with the road network control points by means of translating, deleting, adding onto the road segment, or changing the type of control point via the properties menu. Altering the control type has an effect on the shape of the road segment which is generated between the selected markers and the next one. Besides splines, arc segments with constant curvature, as well as straight-line segments can be generated.

To define a road network, the creation of different types of crossings is needed. In our system, the user can add crossings and bridges onto the terrain or onto a road segment. When added onto a road segment, the road will divide into two separate segments that are connected to this crossing. If the added crossing object is close to the beginning or end of an existing road segment, it will snap to the control point and get connected automatically. Road segments that originate from the crossings can be generated. To achieve this, the user first selects the crossing and then adds the road control points. The default crossing shape is an “X” crossing to which 4 separate roads can be connected. It can be switched to a “T” crossing via the crossing properties menu.

For further editing of the created road, the system enables users to cut the road into two separate segments via the minimap. Moreover, separated tracks can be connected by first selecting one of the tracks and then adding a control point close to another road segment. Possible connections are indicated by a floating “Connect” text and by highlighting the target control point. Thereby, the user will have an understanding of his actions. Connections can be created between two separate road tracks, two crossings, or between a crossing or bridge and a road track.

The user furthermore can add speed limit signs at a desired world.
position via the minimap. Upon adding a speed sign, a small widget will spawn to set the limit (see Figure 6). Via this widget, the user can increase or decrease the limit in steps of ten. After confirming the limit, a speed sign with the chosen limit becomes visible on both sides of the road. Undesired speed signs can be selected and deleted via the control panel.

Our system enables users to change the traffic direction of a generated road segment while authoring the environment, or even during the testing phase, which is not possible with existing simulation tools [2, 6]. The traffic direction is visualized as an arrow on each lane of the road and can be altered between right-hand, left-hand, and one-way traffic. Currently, the user can create roads with two lanes, and the direction of these can be changed via the road properties menu (see Figure 6).

In the simulation, the system needs to identify dead ends and grant a right or left turn at intersections. Therefore, the underlying road network topology is represented as a directed multi-graph [19]. Crossings are defined as vertices and each lane of the road is expressed as a directed edge. By using this underlying multi-graph representation, an automated vehicle can perform route planning during the simulation.

Vehicles can be placed onto a lane via the minimap. The orientation of the vehicle is adapted based on the traffic direction. Furthermore, the user can add static scene objects such as rocks onto the scene. This enables testing scenarios in which the vehicle encounters an unexpected object on the road while the simulation is running.

4 User Study

Since our goal is to provide a tool that can be used by domain experts in professional environment, we seek to provide an interface for road network authoring that is fast and efficient. Furthermore, the precise placement of objects and road network control points is required for the creation of testing environments for automated driving. At the same time, the system needs to be approachable by novice users and provide a good user experience. Therefore, we consider speed, accuracy, and usability as the three major relevant aspects. To this end, we compared our indirect interaction technique to an existing approach based on direct free-hand interaction. In addition, we are interested in general feedback on the usability of our system. Therefore, we conducted an empirical evaluation in three parts.

In the first two parts, we focused on the comparison of the two techniques, where the direct method is highly inspired by the VR tool described by Coté et. al [26]. This approach enables users to create roads by adding control points into the virtual environment by directly touching the terrain. The comparative study aims to investigate whether our indirect approach improves the user performance.

Therefore, we investigate the following hypotheses:

**H1:** Regarding the task completion time, indirect interaction will be faster than direct interaction.

**H2:** Regarding the precision, indirect target selection will be more accurate than direct selection.

**H3:** Users will have a higher preference to use the 2D panel for road network creation in VR.

**H3.1:** A top-down view alongside the 3D scene rendering improves the spatial understanding of the scenario.

Considering previous findings in the original work and based on our preliminary discussion, we assume that the direct method is more suitable for adding objects to the environment. Thus, we further hypothesize:

**H4:** Direct interaction will be more preferable by the users to add objects into the VR environment.

In the third part of the study, we gathered qualitative feedback on the overall functionality of our system. This part serves as a guideline for further improvements of the interface concepts, refinement of the usability, and the implementation of additional features.

4.1 Study Design and Tasks

To test H1 to H4, we created a one-factorial within-subject design where our two conditions (Indirect and Direct) were implemented. For both conditions, two scenarios were designed. In the first scenario, we measure task completion, selection, and navigation time, while the second scenario measures precision only.

The experimental conditions were carefully designed to be as comparable as possible. The order of the Indirect and Direct conditions was counterbalanced across the participants, while the specific target sequence was kept identical. Regarding navigation, we applied the same scaling factors to match the effective distances the user’s hands need to travel. Thereby, the measured effects, which are described below, are due to the interaction technique, and the influence of other variables is minimized.

Regarding task completion time (see H1), the task is to add a sequence of control points onto predefined target locations, while being as fast as possible. To achieve this, both selection and navigation have to be performed. To make the user employ the travel technique for zooming in on a target, we disabled target placement as long as the view is zoomed out too far. Participants first have to navigate to the target location that is indicated with 2 circles with different color and size (see Figure 7). While the size of the outer circle is animated in a repeated manner, the inner circle has a static size. The participants could only add a control point to the target location as soon as the inner circle became visible based on the zoom sequence of control points onto predefined target locations, while being as fast as possible. To achieve this, both selection and navigation have to be performed. To make the user employ the travel technique for zooming in on a target, we disabled target placement as long as the view is zoomed out too far. Participants first have to navigate to the target location that is indicated with 2 circles with different color and size (see Figure 7). While the size of the outer circle is animated in a repeated manner, the inner circle has a static size. The participants could only add a control point to the target location as soon as the inner circle became visible based on the zoom or scale level. Task completion time is counted after the first control point has been added to the target location.

Regarding the precision tasks (see H2), participants were instructed to be as precise as possible while adding the sequence of control points without time restriction. We disabled the zoom in/out features so that the target sizes and distances are identical for both conditions, and the precision values are not affected by any other factors. The target location is rendered with an animated circle and an “X” icon. The participants were instructed to add a control point onto the center of the “X” icon.

In the condition Indirect, the participants employed the minimap on the 2D scene control panel to add control points, and the navigation widget to navigate on the minimap (see Section 3.2). In the training phase, we instructed the participants to position the navigation widget...
We conducted our study during the Covid-19 pandemic and prepared the experimental platform (LMC) using the 4.0.0 version of the Leap Motion SDK. The LMC was mounted onto the VR headset. The experimental platform was developed in Unity 2018.2.14f1, running Windows 10 on a 3.50GHz Intel Xeon E5-1650 with NVIDIA GeForce GTX 1080 GPU.

The HTC Vive and HTC Vive Pro HMDs were employed, and both of them tracked with two tripod-mounted Lighthouse 1.0 base stations. To track the user’s hand, we employed the Leap Motion Controller (LMC) using the 4.0.0 version of the Leap Motion SDK. The LMC was mounted onto the VR headset. The experimental platform was developed in Unity 2018.2.14f1, running Windows 10 on a 3.50GHz Intel Xeon E5-1650 with NVIDIA GeForce GTX 1080 GPU.

The study took place in our lab and was conducted in a seated position. The study [64], to use the respective headset again for the next participant on the same day. Therefore, we waited 72 hours, as suggested by the current guidelines, before the next participant used a headset that is not shared by anyone else on the site.

Regarding H3 and H4, a subjective questionnaire was designed to be ranked by the participants after each of the Indirect and Direct conditions was completed.

Finally, for the qualitative study, we designed a set of guided tasks in which the participants had to create and manipulate a road network, along with performing dynamic changes in the scene while the simulation is running. To validate our hypothesis H3.1, another subjective questionnaire (see Table 1) was prepared to be ranked after the qualitative study.

### 4.2 Apparatus

The study took place in our lab and was conducted in a seated position. The HTC Vive and HTC Vive Pro HMDs were employed, and both of them tracked with two tripod-mounted Lighthouse 1.0 base stations. To track the user’s hand, we employed the Leap Motion Controller (LMC) using the 4.0.0 version of the Leap Motion SDK. The LMC was mounted onto the VR headset. The experimental platform was developed in Unity 2018.2.14f1, running Windows 10 on a 3.50GHz Intel Xeon E5-1650 with NVIDIA GeForce GTX 1080 GPU.

### 4.3 Procedure

We conducted our study during the Covid-19 pandemic and prepared the study with health considerations by following the guideline presented by Steed et al. [60]. Since varying tracking stations and frame rates would cause inconsistency in our measured data, we used a uniform tracking station and a desktop PC. Furthermore, since the disinfection of headsets using wipes is not a safe solution, each participant used a headset that is not shared by anyone else on the same day. Therefore, we waited 72 hours, as suggested by the current guidelines, before the next participant besides cleaning it with disinfectant wipes.

The rest of the study procedure is described in detail in the following. After the participants signed a consent form, they had to answer pre-study questionnaires regarding demographics, prior experience with 3DUIs, video games, VR, and free-hand interaction in AR/VR, as well as a simulator sickness questionnaire (SSQ) [44].

![Figure 8: Direct interaction hands for selection (Top-Left) and navigation (Top-Right). Task completion time (Bottom-Left) and precision tasks (Bottom-Right) for the Direct condition.](image)

At the beginning of both Indirect and Direct conditions, instruction videos were shown that explain the steps and how to interact with the environment. Afterwards, a training phase was performed.

### 4.4 Participants

16 subjects (1 female and 15 male, mean age = 31.3 years old, SD=6.45) voluntarily participated in the study. Among the participants, 4 were professional control engineers, 8 were VR experts and 4 were students. All participants were right-handed and reported normal or corrected-to-normal vision. Regarding their prior experience with 3D user interfaces as well as VR, 10 participants reported regular usage and 6 used it at least once before. For the video gaming experience, this distribution was 12 to 4. Furthermore, concerning the experience on the free-handed interaction in VR/AR, 3 participants reported regular usage, 9 used it at least once and 4 had no experience at all. The SSQ reported an average score of 11.2 (SD=14.5) after the experiment and 1.1 (SD=10.3) as a difference score between before and after the experiment.

### 5 RESULTS

We analyzed the scaled measures using a paired samples t-test since our study has a repeated-measures design. To ensure the effectiveness of the presented result of the t-test, we also reported the effect size.
was found on Fatigue (Table 1). The results can be seen in Figure 10. Time, results show that there is no significant difference between the T
Task Completion Time (Direct
47.90 (±19.18) 42.99 (±18.53) 4.91 (±1.96)  0.93 (±0.45)  57.96 (±27.78)  
Table 2: Mean and standard deviation of task completion time, navigation time, selection time, precision and the SUS score are presented for Indirect and Direct conditions.

by calculating Cohen’s d [25]. Regarding the effect size d, 0.2, 0.5 and 0.8 are considered small, medium and large respectively.

5.1 Time and Precision
For the condition Indirect and Direct, we recorded task completion time, navigation time, selection time and precision per participants. The results are shown in Table 2. A paired t-test shows that Indirect significantly outperformed Direct regarding Task Completion Time (T(15) = 4.519, d = 1.13, p<.001), Navigation Time (T(15) = 4.330, d = 1.08, p<.001), and Precision (T(15) = 4.065, d = 1.01, p = .001). However, regarding Selection Time, results show that there is no significant difference between the techniques (T(15) = 1.109, d = 0.27, p = .285).

5.2 Subjective Feedback
For the Indirect and Direct conditions, the participants were asked to answer a SUS and a subjective questionnaire with 7-point Likert scale items. The SUS score for each condition is reported in Table 2. The 7-point Likert scale items are ranged from very strongly disagree (1) to very strongly agree (7). The results are shown in Figure 9. A Wilcoxon Signed-Rank test was conducted and shows a significant effect of the technique on Preference (object placement) (Z = 2.523, p = .012), Preference (road creation) (Z = 2.760, p = .006), Performance (Z = 2.452, p = .014), and Intuitiveness (Z = 1.965, p = .049). However, no significant effect was found on Fatigue (Z = 0.988, p = .323).

Concerning the guided task-based condition and free-exploration phase in the main application, the participants were asked to score another subjective questionnaire with 7-point Likert scale items (see Table 1). The results can be seen in Figure 10.

5.3 Qualitative Results
Overall, most of the participants liked the system. One of the participants stated, “It is nice and fun” and one control engineer stated, “I think I can spend hours here, it is really interesting”. Furthermore, three control engineers stated that configuration of the virtual environment is very fast and easy compared to CarMaker [5], a commercial software that is commonly used by automotive manufacturers. However, they also stated that CarMaker provides considerably more overall functionality compared to our system. Furthermore, being able to save the scene in XML format, which can be loaded into the system again, was appreciated by the control engineers, since offline editing is possible.

Regarding the interaction with the 2D scene control panel, many participants appreciated to be able to immediately see the creation in the virtual environment. One of them stated, “Being able to manipulate in 2D and seeing it directly in the 3D environment gives me good feedback, and you have a better understanding of the 3D environment”. Furthermore, some of the participants found the interaction with the 2D panel “intuitive”.

Concerning the 2D scene control panel, four participants liked that the panel spawns upright and facing towards the user. Furthermore, one control engineer appreciated that he can position the menu items and the 2D panel freely in the environment. However, being able to tilt the panel was requested by two participants.

Regarding menu button interactions, six participants stated that toggle functionality should be employed for objects that are expected to be added multiple times into the virtual environment.

Connecting crossings functionality was grasped easily and was intuitively performed by most participants. Although our system provides textual feedback about possible connections, three VR experts reported that the snapping range was not evident and proposed a visual indicator. However, after enabling the visibility of the underlying grid, they reported that this gives more adequate feedback and helps to comprehend the functionality easily. Furthermore, one VR expert suggested visualizing this zone with a radius indicator.

While the translation of objects via the manipulation widget was liked by the participants, six of them reported that grabbing and moving the manipulation ball instead of dragging the axis arrows was expected to interact with the widget.

Besides the comments given for the existing features, participants also suggested additional features concerning the overall system. One control engineer requested a feature to enter digits for the curvature of the selected road since it would be important to be precise on the curvature values for testing vehicles. Another control engineer stated that it would be nice to see the current velocity of the vehicle and the coordinate information of the objects in the scene. One participant asked for a feature to create tunnels and sidewalks.
Furthermore, another participant stated that it would be nice to have an interactive walkthrough to guide novice users in the application.

6 Discussion

As stated in our first hypothesis H1, we expected that the participants would complete the tasks faster by employing the indirect interaction techniques, compared to the direct techniques. Based on the results, we found a significant difference in the task completion time that shows Indirect outperformed Direct in terms of speed, thus we can accept H1. To complete the tasks, participants had to utilize selection as well as travel techniques. Therefore, we recorded the time that they spent on selection and navigation individually. The results show no significant difference between the selection techniques, while the travel technique in the Indirect condition significantly outperforms the technique in the Direct condition. This result indicates that the overall task completion time is affected by the navigation rather than the selection technique.

One possible reason why the navigation was significantly less efficient in the Direct condition is the larger travel distance of the two hands compared to the single-handed Indirect navigation. Another reason could be the varying degree of experience with 3D spatial transformations of our participants. During the study, we observed that some of the participants had difficulties to perform the tasks in the Direct condition while others grasped the technique quickly.

To investigate this further, we analyzed the relation between the expertise (usage of free-hand interaction techniques in VR/AR) and the task completion time in the Direct condition with a Pearson test. The result shows a strong correlation between the expertise and task completion time (r(16) = −.606, p = .013), and the participants who employ free-hand interaction techniques frequently completed the tasks faster than the others. As stated earlier, this could be due to a better spatial awareness inside the virtual environment, which enables these participants to grasp a newly introduced interaction and employ it with ease. Regarding the Indirect condition, we did not find a significant correlation (r(16) = .395, p = .30). An explanation might be the widespread experience with 2D interfaces that are commonly used in everyday life. This indicates that our technique can be employed comfortably by users with a varied range of expertise on free-hand interaction techniques in VR/AR.

Orthographic projection is commonly used by engineers to create accurate drawings of models. Thus, as stated by our hypothesis H2, we expected that the participants would be more precise on the selection tasks using our indirect interaction on the 2D panel, compared to the direct selection. The result of our study supports this hypothesis by showing that Indirect significantly outperformed Direct in the precision tasks. One possible reason for this could be the posture of the arm. For the direct selection, the arm has to be extended further away from the body, while the indirect selection allows to rest the elbow comfortably close to the body. Another reason could be related to the DOFs of the interaction techniques. The indirect selection uses fewer degrees of freedom compared to the direct technique, for which previous work has shown higher performance in a Fitts’ law task [15, 48, 63].

Since road network design is a 2D interaction task by nature, our hypothesis H3 stated that the participants would prefer to employ the 2D panel over direct interactions. The results show a significant difference between the techniques, and Indirect is preferred for road creation which confirms our hypothesis. Regarding H3.1, we were able to support our hypothesis based on the score of the subjective question (Q7), which is ranked quite high by the participants (see Section 5.2). During the guided task phase, one participant stated that he had a better mental model of the scene while employing the 2D panel view alongside the 3D rendering of the scene.

Regarding H4, we expected that the participants would prefer to employ direct interactions to add objects into the virtual environment. However, our results show that the participants preferred the Indirect technique rather than Direct (see Section 5.2). Thus, we can not confirm H4. The reason behind this might be the navigation aspect of the direct interaction. Some users found traveling the scene via zooming in and out with both hands to be less ergonomic than traveling via the minimap. One participant stated that applying the technique “feels like doing a workout”. In the next iteration, we plan to do further evaluation by omitting the travel techniques and evaluate this hypothesis based on the selection techniques only.

Based on the comparative and qualitative results, our indirect free-hand selection and manipulation technique has proven to be well-suited for precise and fast placement of objects onto a terrain surface. We believe that our interaction technique performed particularly well due to its design that addresses the inherently 2D nature of the road network problem. Thus, our system provides an adequate tool for the free-hand authoring of road networks and traffic scenarios that was preferred by the participants over existing scene authoring techniques.

7 Limitations & Future Work

Our system is currently limited to create roads with two lanes. In future work, we plan to enable users to create more complex road structures, such as roads with varying number of lanes, widths, and the possibility to merge roads with a different number of lanes.

Concerning traffic scenario creation, we will support saving and loading of the OpenSCENARIO [7] file format, which is commonly used by automotive companies to describe driving and traffic scenarios. To this end, we are investigating interaction techniques that enable users to define the behavior of vehicles based on a rule-based system that describes their relation to pedestrians and other vehicles.

Regarding our study, one limitation could be using different headsets. However, we tried to minimize the potential confound by using the same tracking system (see Section 4.2). Another possible limitation is that the results might be not generalizable to a larger population since most participants were male. These limitations should be considered in future iterations.

For further improvements on the system, the numerous valuable feedback we gathered from our participants will be addressed in future work. Furthermore, regarding our selection technique, future studies will explore the performance of our ray-based selection technique when combined with two-handed interactions and other input modalities in a Fitts’ law task.

8 Conclusion

We presented a system for VR-based authoring of virtual environments for the testing and validation of automated vehicles. Our system enables users to create road networks and traffic scenarios, and modify them at run-time based on free-hand gestures. It provides an efficient way to perform design, testing, and validation cycles since all steps are executed inside the application without a break of immersion.

Further, we devised a novel interaction technique that enables the user to add and select objects on the terrain surface by using a 2D control panel that can be placed freely in the 3D environment. 3D objects in the scene get projected onto the 2D panel, and with our interaction technique, the user can employ multiple actions, e.g. selection and addition of objects, based on the distance of the index finger to the control panel.

To evaluate the performance of our interaction technique, we conducted a user study in which we compared against an existing free-hand interaction method. Furthermore, we gathered feedback for our system by means of a qualitative user study with domain experts. The results show that our indirect technique outperforms direct interaction methods in terms of speed and precision, as well as usability and intuitiveness.

Acknowledgments

This work was partly supported by the Ministry of Culture and Science of the State of North Rhine-Westphalia under the funding line “Digital Tools for University Teaching DH-NRW”. 
References


