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Figure 1: DasherVR operated by a user in the virtual environment that was used in the evaluation.

ABSTRACT
Inputting text fluently in virtual reality is a topic still under active
research, since many previously presented solutions have draw-
backs in either speed, error rate, privacy or accessibility. To address
these drawbacks, in this paper we adapted the predictive text en-
try system “Dasher” into an immersive virtual environment. Our
evaluation with 20 participants shows that Dasher offers a good
user experience with input speeds similar to other virtual text input
techniques in the literature while maintaining low error rates. In
combination with positive user feedback, we therefore believe that
DasherVR is a promising basis for further research on accessible
text input in immersive virtual reality.
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1 INTRODUCTION
Text input is one of the major challenges in VR applications that is
still not solved to a satisfactory level. While the most commonly
used input metaphor remains a virtual copy of a physical keyboard
in different shapes (e.g. [1, 2, 7, 22]), the transfer of real-world
devices into a virtual environment with limited haptic feedback
rarely works well. From an accessibility point of view, any form
of text input in virtual reality should support the user in writing
words and sentences both accurately and efficiently. Conventional
keyboard designs, however, are not optimal in this regard as they
require the user to precisely hit small keys as quickly as possible. In
addition, conventional keyboard layouts also come with additional
overheads due to the high redundancies of natural text.
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One project that tackled the problem of text entry in desktop com-
puting from a standpoint of information theory was the “Dasher”
project [31]. The Dasher system allows users to input text in ar-
bitrary languages and with arbitrary alphabets using continuous
gestures rather than distinct keystrokes. Moreover, the system is
based on text prediction that makes likely letters easier to select.

The original system turned out to be reliable and became well-
known for motion-impaired users in desktop computing since its
release. As the Dasher input system provides many input metaphors
and rendering modes in its desktop user interface, we were confi-
dent that the system could be a helpful addition in virtual reality
as well.
In this paper, we therefore report on our efforts of porting the
Dasher system into a virtual environment in a straightforward
manner. To get an impression of the advantages of our system,
DasherVR, we performed a study to evaluate the user experience,
as well as input speed and error rate. In summary, our work led to
the following contributions:

• A license-change of the original Dasher library in cooper-
ation with the authors as a prerequisite for its integration
into modern game engines1

• Severalmodernizations and refactorings of the original Dasher
library as well as the addition of a new build system to facil-
itate future developments

• The integration of the refactored library into a plugin for
Unreal Engine 4, which is openly available to the public2

• The results of a user study with 20 participants, showing the
applicability of the Dasher System for text input in VR

Our results encourage the usage of the Dasher system in VR, while
revealing points for future work on improving and optimizing
the system for general XR usage and improved user experience.
While we chose to use a simple pointing and clicking metaphor
in this work, alternative ways of interacting with the system in
the future should be evaluated. These could include the usage of
the analog-stick or touchpad of the controller, the eye tracking of
modern head-mounted displays (HMDs) as well as finger tracking
for controller-less usage to further increase accessibility.

2 RELATEDWORK
There are many techniques that allow inputting text in virtual and
augmented reality with different modalities, but often pose certain
requirements on the users, which sometimes can’t be fulfilled by
motion-impaired users. Many of the techniques use both hands
[11, 35, 36] and/or require high accuracy or finger dexterity for
inputting text on virtual keyboards [1, 2, 22, 27], the user’s hand
[8, 33] or touchpads [11, 14, 18, 37]. Others use rather big controller
movements like [3, 16] that can be fatiguing and require a big range
of physical motion.
There exist techniques that involve gaze or eye tracking like [17, 20]
or speech input like [4, 19] which in principle offer a high accessi-
bility. While speech input can’t be used for sensitive information
and often doesn’t work well due to a noisy environment, the usage

1https://github.com/dasher-project/dasher-MIT
2https://git-ce.rwth-aachen.de/vr-vis/VR-Group/unreal-development/plugins/
dashervr

of virtual keyboards in combination with eye or gaze tracking are
often fatiguing [6].
The Dasher input metaphor was studied before in many variants
and adaptations in desktop andmobile computing. These implemen-
tations involved either mouse, touchscreen or joystick input [31],
eye/gaze tracking [29, 32] and even brain-computer interfaces [34].
An adaptation of Dasher which incorporates speech input was done
by [30] and further adapted by [12, 13] to include motion track-
ing elements, eventually moving away from the original Dasher
interface. Our work in this paper extends this body of related work
by exploring the use of Dasher in immersive virtual reality with a
3D-tracked controller as the main input device.
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Figure 2: The Dasher interface, where (a) and (b) show an ex-
ample with equal probabilities for each character. (a) shows
the initial state, before choosing the first letter among all
letters of the alphabet. (b) shows choosing the second let-
ter after inputting “c” already. (c) shows an example with
a trained language model, where probabilities are mapped
to the height of each box. The state is shown after inputting
“us” and getting the highest prediction for “use”. Deeper pre-
dictions show “used”, “user” and “uses”. The white box□ de-
notes the space character.
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3 DASHERVR
In this section we will discuss the Dasher interface and our adap-
tion of it into virtual reality. The Dasher interface consists of many
colored boxes, as can be seen in Figure 2. In its desktop variant the
user can interact with this interface with a mouse or other devices.
We opted for a direct port of the rendering with an input system
similar to the desktop variant. For this, we used a raycast style
interaction to replace the mouse and integrated a live rendering of
the Dasher interface into our virtual environment, see Figure 1.
To input text in Dasher, the user can point towards a character
among all characters of the alphabet on the right side, see Fig-
ure 2(a). The crosshair in the middle of the view is then shifted in
the direction where the user is pointing and a “zooming” movement
is performed. Zooming closer to the first column of characters, a
second column of characters is shown recursively inside of each
character in the first column, see Figure 2(b). Once the crosshair
enters one of the boxes, the corresponding character is entered.
Due to the continuously moving view, momentary inaccuracies can
be corrected later on, similar to driving with a car on an empty
road [10].
To assist in writing, the Dasher system is backed by a language
model in the background. The language model “Prediction by Par-
tial Matching” (PPM) with context length 5 and the escape strategy
D (PPM5D), described in [28], was chosen as it compresses most
English text to around 2 bits/character and is fast and efficient to
evaluate. While in the Figure 2(a)-2(b) each letter is rendered the
same size for explanatory reasons, Dasher normally renders char-
acters bigger that are more probable to be the next character in
the input string. Figure 2(c) shows an example with predictions
from the PPMD5 model, where the user already input “us” and the
language model predicts “use” and one layer deeper “used”, “user”
and “uses”. PPM5D was slightly altered by the original authors to
never assign a character a probability of 0, so every character can
always be entered, even if it is highly improbable. A recording of
the interface in action can be seen in this video3.

Overall, the Dasher system allows inputting text in a continuous
gesture, independent of the length of the alphabet used and allows
for easy error correction without any mental context switch from
inputting to auto-completion.
As one of the original authors, David MacKay, showed in one of his
presentations [10], that the system can be controlled by nearly any
input metaphor that can provide either a floating point number or
even a two button interface. While the example input metaphors
in his talk will not lead to the fastest entry speeds, they allow for
great flexibility in the used input device.
To allow for text input in modern game engines, the license of the
original code had to be adapted, which was done by the organiza-
tion currently stewarding the project, the AceCentre4, to enable
our developments. We then modernized the original code base and
prepared it for inclusion in game engines. We developed a plugin for
the Unreal Engine which serves as the base for future developments
and was used in our evaluation.

3https://www.youtube.com/watch?v=nr3s4613DX8
4https://acecentre.org.uk

4 EVALUATION
We believe that Dasher is a versatile text input method for immer-
sive virtual environments due to its continuous gesture-based input
paradigm as well as its flexibility in input device selection, which
offers many opportunities for accessibility adjustments when re-
quired. We conducted a user study in order to get a first impression
of the usability of the Dasher system in VR.
For the experiment, we rendered the Dasher interface onto a white-
board in a virtual seminar room and used a 6-DoF controller with
raycasting as a direct mouse replacement as described in Section 3.

4.1 Procedure
In our experiment, we asked participants to type a set of sentences
that we selected randomly from the “Mixed-typical”-corpus of the
Wortschatz Leipzig project [9]. However, in the random selection,
we discarded sentences that contained religious or strong political
content to not distract participants from the actual task. The set of
sentences contained 19 sentences, leading to about 15 − 20min of
text entry. To setup the Dasher system, we trained the language
model on 30.000 other sentences from the same corpus and chose
the German alphabet definition shipped with Dasher together with
a colorblind color scheme. We chose to eliminate punctuation from
the alphabet completely (erasing these symbols: ?!,.’ and ¶), since
those were not needed for the chosen sentences. Dasher by default
enables a feature that adapts the moving speed continuously. While
this is a good feature for expert users, it was considered confusing
in pilot tests and we decided to turn it off.
We measured the input speed, error rate and user experience and
additionally noted direct user feedback. To evaluate the user experi-
ence, we employed the well-established User Experience Question-
naire (UEQ) [15], which we evaluated with the provided evaluation
spreadsheet.
In the preliminary tests and implementation phase, we noticed
the high visual flow that is rendered by the Dasher system. As we
were curious if this influences cybersickness, we aimed to evaluate
this effect as well. We opted for a simple evaluation with a single
question discomfort rating, relative to discomfort levels when ar-
riving at the laboratory [21]. The participants were asked after the
procedure to give a rating between 0 (same as coming in) and 10
(immediately want to stop).
In the beginning of the experiment, every participant got an intro-
duction to the method and was granted a training period to their
liking.
As a test system, we used aworkstationwith an Intel Core i9-10900X
@ 3.7GHz and an NVIDIA RTX3090 in conjunction with an HTC
Vive Pro 2.

4.2 Participants
We performed the study with 20 voluntary participants that we ac-
quired via mailing lists. From these participants, 18 identified them-
selves as male and two as female. The average age was 25.55 years
with a standard deviation of 5.78 years. Except for one participant,
everyone had previous VR experience, 8 participants even regu-
larly. Three of the participants had used Dasher at least once before.

https://www.youtube.com/watch?v=nr3s4613DX8
https://acecentre.org.uk
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4.3 Results

Mean SD Rating
Attractiveness 1.192 1.14
Perspicuity 0.813 1.15
Efficiency 0.700 0.94

Dependability 0.913 1.17
Stimulation 1.888 0.69
Novelty 2.313 0.69

Table 1: Single scales of the User Experience Questionnaire
[15], where each value is within [-3,3] and marked with
green (≥ 0.8), red (≤ −0.8) and yellow for all values in be-
tween, based on the evaluation sheet of the questionnaire.

The results of the user experience evaluation can be seen in Table 1.
The resulting scores for the different scales (Attractiveness, Per-
spicuity, Efficiency, Dependability, Stimulation and Novelty) range
from -3 to 3, where high scores (≥ 0.8) are represented by a green
arrow and low values (≤ −0.8) are represented by a red arrow;
yellow is used for intermediate values.
The verbal feedback we got from participants was mostly positive
and some participants noted that they would like to use Dasher
more often in virtual reality applications.
For the discomfort levels DasherVR scored relatively low (Mean
1.70, SD 1.89), but we observed some larger variations on an indi-
vidual level: While most of the participants did not state anything
about cybersickness, two of them, answering with 6 and 7 for the
discomfort question, stated that they felt rather nauseous after-
wards. We seek to improve on this in future research.

min max mean sd median
WPM 1.54 22.56 9.4 4.03 8.7
NCER 0.0 28.57 0.92 2.85 0.0

Table 2: Words per minute (WPM) and Not Corrected Error
Rate (NCER) for the DasherVR input method over all trials
with their respective minimum, maximum, mean, standard
deviation and median values.

In addition to the user experience, we measured text input speed (in
words per minute, see [5]) and error rate (as Not Corrected Error
Rate, see [25, 26]) as well. For the calculation of the error rate, we
assume here that a character is counted as “deleted” only if the user
has moved the cursor to the left side of the crosshair (zooming out)
when the character is removed. This differentiation is important
here, as moving the crosshair through other boxes while typing is
part of the input metaphor and thus should not be counted towards
an error rate. Descriptive statistics of the measured speeds and
error rates can be seen in Table 2.
Based on a survey of research results on text input techniques [7],
we see that the input speed, with an average of 9.4WPM, is still
behind the performance of physical keyboards. However, it appears
to be roughly on par with other virtual text input methods, which
motivates us to continue researching on how to improve DasherVR
further. Moreover, we could see an improvement of the input speed
as the experiment went on, which is visible if we only consider the
last 5 sentences for the calculation of the speed.

In this case the average input speed increases to about 12.56WPM,
outperforming many other virtual text input techniques listed in [7].
Additionally, we noticed that some sentences were relatively slow
to enter, as the language model had low prediction scores for some
characters/words. Post-hoc analysis of the average information con-
tent [24] (where higher means worse prediction) of each sentence,
revealed a strong negative correlation between the information
content and the input speed, 𝑟 = −.806, 𝑝 < .001, meaning that the
prediction quality of the language model strongly influences the
input speed.
The measured error rate is 0.92NCER, which is relatively low and
comparable to the techniques listed by [7].

5 CONCLUSION & FUTUREWORK
Based on our quantitative results and the feedback gathered from
the participants, we believe that DasherVR is a promising first step
towards fluent text entry in virtual reality. It also offers high cus-
tomizability regarding the input metaphor to control the virtual
cursor, which we deem highly beneficial in terms of creating acces-
sible user interfaces. We are glad to have worked with the current
stewards of the framework to modernize it and establish a shared
codebase between the main project and DasherVR to contribute
back to the main project as much as possible.
In the future, we plan to further test different input devices (analog
sticks, touchpad and eye-tracking) and different rendering styles to
make better use of the depth dimension offered by virtual reality.
Additionally, we want to further tweak the Dasher rendering to
lower the potential for cybersickness and increase general user
experience. As we noticed the strong influence of the language
model in our experiment, we started to cooperate with a project
[23] that provides many language model implementations to po-
tentially modernize the one used by Dasher.
According to the original Dasher authors, significantly higher input
speeds of up to 34WPM [31] with desktop Dasher and 25−30WPM
with an eye-tracker version of the system [32] were reached with
even longer training. We could (so far) not replicate such high input
speeds in virtual reality, but are keen to perform a longer term
study with a further developed version of DasherVR to record a
learning curve and improve on the measured speeds.
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