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Figure 1: We present a semi-automated teleportation technique that guides the user along a pre-defined path. Left: When the
next teleportation target is outside of the user’s view, fireflies appear to passively guide their gaze in the correct direction.
Center: A teleportation point is visualized as a wireframe sphere. When the user looks at it, a yellow inner sphere grows
continuously until its size matches the wireframe before raising the teleportation point to the user’s eye height. Right: Once
raised, this activation process is repeated before the user is teleported to the position indicated by the sphere.

ABSTRACT
Immersive knowledge spaces like museums or cultural sites are
often explored by traversing pre-defined paths that are curated
to unfold a specific educational narrative. To support this type of
guided exploration in VR, we present a semi-automated, hands-
free path traversal technique based on teleportation that features a
slow-paced interaction workflow targeted at fostering knowledge
acquisition and maintaining spatial awareness. In an empirical user
study with 34 participants, we evaluated two variations of our
technique, differing in the presence or absence of intermediate tele-
portation points between the main points of interest along the route.
While visiting additional intermediate points was objectively less
efficient, our results indicate significant benefits of this approach
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regarding the user’s spatial awareness and perception of interface
dependability. However, the user’s perception of flow, presence, at-
tractiveness, perspicuity, and stimulation did not differ significantly.
The overall positive reception of our approach encourages further
research into semi-automated locomotion based on teleportation
and provides initial insights into the design space of successful
techniques in this domain.
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1 INTRODUCTION
The increasing affordability of virtual reality (VR) hardware moti-
vates the creation of large and feature-rich virtual environments
to enable users to experience places that are remote, dangerous, or
even impossible to reach. The resulting opportunities are particu-
larly interesting for knowledge spaces like museums and historical
or cultural sites, which could enrich their content with artifacts that
are not available physically, attract visitors by offering novel immer-
sive on-site experiences previously unknown to them, and make
their entire exhibition available to a wider online audience [12, 54].
Navigating through these spaces in VR is different from the real
world, since physical locomotion is limited by the available tracking
space of the VR headset, so virtual locomotion methods like steer-
ing or teleportation [6, 44] are often offered by the system. While
using these techniques and maintaining spatial awareness in the
virtual environment under limited field-of-view conditions might
be intuitive for tech-savvy users, they might present a challenge
for inexperienced users and, as a result, negatively impact their
experience.

Motivated by improving the accessibility of virtual navigation
in immersive knowledge spaces, we review the prior literature on
guidance techniques that assist users to complete locomotion and
wayfinding tasks in VR. Based on the idea that guided tours through
museums often follow specifically curated paths to visit points of
interest (POIs) in a narrative order, we put a particular focus on as-
sistive locomotion techniques that move users (semi-)automatically
along pre-defined paths. We find that prior techniques almost ex-
clusively rely on continuous locomotion, which has been shown to
have a high risk of inducing cybersickness (e.g., [9, 15, 67]). To
circumvent this issue, we propose a novel semi-automated, hands-
free path traversal technique based on teleportation. Our technique
subtly guides the user’s attention towards the next teleportation
point in the sequence and requires them to look at it for a specified
amount of time in a lower and then elevated state before triggering
the user’s relocation (Figure 1). In an empirical user study with 34
participants, we evaluate two variations of our technique which dif-
fer in the presence or absence of intermediate waypoints between
the POIs along the route.

Our empirical comparison of these two variations is motivated by
the research question of how much traversing the actual route be-
tween POIs impacts the user experience of our guided teleportation
technique. As teleportation inhibits the perception and acquisition
of spatial information between the origin and the target position,
adjusting the spacing of points in a sequence allows putting more
or less emphasis on the route that the user traverses between POIs.
The most efficient variation is to teleport directly from POI to POI
(Direct condition in our study). However, we hypothesized that re-
ducing this level of efficiency by visiting intermediate teleportation
points (Route condition in our study) can, for example, help reduce
momentary disorientation, increase presence, provide better spatial
awareness, and therefore lead to a more pleasant experience for
users. The results of our study partly confirm these assumptions,
leading to the following scientific contributions of our work:

• The motivation and design of a semi-automated, hands-free
guided teleportation technique that enables users to teleport

along a series of pre-defined waypoints by only focusing on
head orientation data

• The results of an empirical user study with 34 participants
showing that . . .
– . . . the addition of intermediate waypoints between the
main exhibits of the traversed path reduces spatial disori-
entation, increases dependability ratings, and therefore
results in higher user preference while, contrary to ex-
pectations, having no significant effect on perceived flow,
presence, attractiveness, perspicuity, and stimulation

– . . . experiencing tours with our guided teleportation tech-
nique and intermediate waypoints resulted in low sick-
ness and an overall positive user experience, as evidenced
by excellent UEQ ratings in terms of perspicuity and de-
pendability, good ratings in terms of attractiveness, and
above-average ratings in terms of stimulation and novelty
when compared to established benchmark datasets

Our results encourage further research into automated and semi-
automated locomotion based on teleportation and provide initial
insights into the design space and requirements of successful tech-
niques in this domain.

2 RELATEDWORK
The work presented in this paper is inspired by a combination of
prior research on techniques for locomotion guidance as well as
hands-free teleportation in immersive virtual environments.

2.1 Locomotion Guidance in VR
In this paper, we classify techniques that guide the user’s locomo-
tion in virtual environments as guidance cues or movement assis-
tance. Guidance cues leave the user in full control of their virtual
viewpoint and merely support their decision-making of how to
get to one of the potential next destinations. Movement assistance,
on the other hand, constrains or even fully takes over the user’s
locomotion controls to guide them around the scene in a semi-
automated or automated fashion.

Guidance Cues. Locomotion guidance can be achieved by delib-
erate architectural [61] or environmental [39] designs that facilitate
wayfinding. While these design principles can also be applied to
virtual environments, the fact that the system constantly keeps
track of the user’s current position and orientation in the envi-
ronment offers the additional opportunity to display dynamically
updating 3D widgets like arrows, maps, and trails to point towards
the next target [21, 30, 35]. These visual helpers can also be placed
by another user on demand to enable more situation-aware guid-
ance than the system itself can offer [40, 42]. However, widgets
can easily occlude relevant parts of the scene and require the user
to focus parts of their attentional resources on their interpreta-
tion rather than the actual content. As a result, prior work also
investigated more embedded forms of visual guidance such as the
playback of a spatial recording in which another user interacts with
the environment [14, 60] or the use of intelligent virtual agents
that are programmed to guide the user through the virtual environ-
ment [4, 41]. In our work, we make use of guidance cues only to
indicate how the user should rotate to face the correct direction,



Semi-Automated Guided Teleportation through Immersive Virtual Environments VRST ’24, October 9–11, 2024, Trier, Germany

which is a mechanism often employed in cinematic virtual reality
(see [51] for a survey).

Movement Assistance. Movement assistance techniques in the
literature differ in the degree to which the user’s movements are
induced or influenced by the system. The most basic approach in
this regard is to leave the user in control of when they want to
locomote but to constrain their movements to different guiding ge-
ometries [25], such as a line to reach a specific target or a surface to
prevent them from moving below the ground plane. If teleportation
is used as the main locomotion method, the set of admissible target
points can be constrained to achieve similar effects. Habgood et al.
[24] found that this approach was especially appreciated by novice
users in comparison to unconstrained teleportation as it reduced
the complexity of the interface. In contrast, automated approaches
take full control of the user’s virtual movements and move them
along a previously defined path [50] or towards objects that are
deemed interesting to look at based on a certain heuristic [1]. In
multi-user settings, the virtual movements of all members of a
group may also be controlled by an expert user to ensure that the
group stays together and that the required attentional resources
of the passengers are minimized [13, 62, 65]. However, for both
system automation and expert leadership, losing control over their
own virtual locomotion might be too invasive for certain users
and use cases. For example, Li et al. compared automatic to uncon-
strained user-initiated steering in a virtual museum setting and
found that most users preferred the exploratory freedom that ac-
tive movement controls provided them with [37]. Semi-automated
techniques balance the degree of system automation and the degree
of user involvement during locomotion. The guided locomotion
technique of Freitag et al. [20], for example, only controls the speed
of steering based on the computed viewpoint quality of the user’s
current position. In the realm of immersive storytelling, Galyean
[23] proposed using the analogy of a boat on a river, where the user
is automatically moved along a pre-defined path (the river) by the
system but has some individual freedom to temporarily steer to the
sides in order to inspect nearby objects. However, prior work in
the meantime has repeatedly shown that continuous locomotion
likely increases the risk of cybersickness compared to discontinu-
ous locomotion like teleportation (e.g., [9, 15, 46, 67]). As a result,
inspired by the river analogy, our work in this paper focuses on
the design and evaluation of a semi-automated guidance technique
based on teleportation. To further increase the accessibility of our
technique especially for novices, we decided to put a particular
focus on controller-free input channels, which will be discussed in
the next section.

2.2 Hands-Free Teleportation
Teleportation has become a widely popular locomotion technique
in VR [44], and various implementations have been proposed that
enable the user to manipulate different degrees of freedom dur-
ing the process [3, 22, 63, 64]. While most prior techniques are
operated with the handheld controllers that ship with modern VR
headsets, a few researchers argue against the use of controllers for
locomotion, as prolonged 3D interaction might lead to increased
arm fatigue [38], free-hand interaction might be considered more
natural and intuitive [8, 52], and handheld controllers might have

to be kept free for other interaction techniques beyond locomo-
tion [59], such as picking up or carrying virtual objects or firing
virtual weapons.

Teleportation techniques consist of mechanisms for target speci-
fication, pre-travel information, the transition, and post-travel feed-
back [67], out of which the task of target specification is typically
the only component to involve user input. Being a selection task,
target specification can be further decomposed into the indication
of a position and possibly orientation, followed by a corresponding
confirmation, along with feedback [34, ch. 7]. Beyond controllers,
prior work has proposed mechanisms for indication and confirma-
tion based on hand-tracking [11, 52, 55], voice commands [10, 26],
and eye-tracking [45, 47]. However, limitations of these approaches
include that hand-tracking does not circumvent the issue of po-
tential arm fatigue after prolonged interaction [11], that voice in-
teraction can be considered uncomfortable when bystanders are
around [48, 57], and that eye-tracking typically requires calibration
and can be unstable due to involuntary eye movements [45]. More
advanced mechanisms, like tracking the user’s feet for indication
and confirmation [58, 59], or employing mouth gestures [45] and
specific EEG signals [27] for confirmation, share some of these
drawbacks and require the presence of additional hardware. To cir-
cumvent these limitations, our work focuses on a simplified version
of eye-tracking, in which the orientation of the VR headset is taken
as an approximation of the user’s gaze direction for teleportation
target indication, and directional dwell is used for confirmation.
This combination has already been successfully used for the un-
guided selection of teleportation targets, for example, as part of the
jumper metaphor introduced by Bolte et al. [5]. When directly com-
pared to conventional controller selection for teleportation, Kruse
et al. [31] found a trade-off between controller selection being faster
and head-dwell selection being more accurate as users took more
care in performing their teleports. A similar trade-off was also ob-
served in a more generic selection task by Esteves et al. [18], where
button- and dwell-based confirmation mechanisms were generally
more successful than gesture- and speech-based alternatives, but
showed individual advantages in terms of efficiency and accuracy,
respectively.

3 TECHNIQUE DESIGN
In contrast to exploratory scenarios where users are encouraged
to get a general overview of the virtual environment, curated ex-
periences like applications focused on storytelling, field trips, or
guided tours require the user to visit a particular set of landmarks
in a particular order to allow the narrative to unfold. While live
tour guides in multi-user VR systems are particularly well-suited
for such user guidance [2, 65], these experts might not always be
available at a given time. Given that immersive knowledge spaces
should be accessible to a broader audience with various technical
backgrounds, employing automated or semi-automated locomotion
is especially appealing as (1) they ensure that all POIs will be visited
in the intended order, and (2) users can focus their attention more
on the content rather than the locomotion technique. To make use
of this potential, we present a novel semi-automated locomotion
guidance technique that leads the user along a pre-defined route.
As the reason for participating in guided tours is often to explore
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the environment along the route rather than traversing the route
as fast as possible, our technique employs a slow-paced navigation
workflow that we based on the following four design requirements:

𝐷1 The technique should make use of teleportation instead of con-
tinuous virtual locomotion to reduce the risk of cybersickness
for the user.

𝐷2 The technique should only use the movement data of the user’s
VR headset so that the hands are free as input without having
to engage with controllers.

𝐷3 The technique should provide a relaxed and slow-paced navi-
gation workflow suited for guided tours, allowing users some
freedom for individual exploration.

𝐷4 The technique should provide sufficient pre-travel information
to increase the comprehensibility of the teleportation process
(cf. [66]) and, therefore, to reduce spatial disorientation.

Similar to the river analogy introduced by Galyean [23], our pro-
posed locomotion guidance is semi-automated in that the user is
constrained to only teleport to the pre-defined points along the
path, but has the individual freedom to look around and explore the
immediate surroundings at each point by physical locomotion. In
contrast to the river analogy, however, the user has to actively con-
firm when they want to proceed to the next teleportation point. As
part of our design process, one aspect that we were uncertain about
was the relevance of intermediate teleportation points along the
route between the main POIs. In particular, we believe that adding
these intermediate points might be beneficial for reducing spatial
disorientation and increasing presence by preventing sudden long-
distance teleportations. To investigate this hypothesis further in our
user study, we present two variations of our technique called Route,
which includes intermediate points, and Direct, which teleports the
user directly from one POI to the next along the path.

3.1 Creation of Teleportation Points
The main prerequisite for our technique is a curated path that the
user is intended to follow in the virtual environment. In the first
step, this path has to be dissected into a discrete set of teleportation
points that the user will visit in sequence (𝐷1). In the Direct variant
of our technique, this set is simply given by the main POIs along the
path that the user is intended to visit. For the Route variant of our
technique, the addition of intermediate points can be performed
either manually by the curator or automatically by finding the
shortest collision-free path between POIs and subdividing it into
teleportation points based on heuristics. While a generic algorithm
that performs well in arbitrary scenes is still subject to future work,
we suggest placing teleportation points at corners or other sharp
turns of the path, as well as enforcing a maximum distance between
teleportation points, both to ensure direct and clear visibility of the
next teleportation point from the previous one, increasing compre-
hension (𝐷4). As one example of this, our Route variant operates
by placing a new teleportation point when the accumulated turn-
ing angle since the last teleportation point exceeds a threshold of
45◦ and subdivides the resulting segments into multiple equally
spaced teleportations to ensure that no individual teleportation
point is more than 10𝑚 away from the previous one. This value
was selected based on the literature on unconstrained teleportation,

Figure 2: When the next teleportation point is occluded by
other objects, as may be the case with the Direct variation of
our technique, we suggest rendering it on top of the occluder
and highlighting it in a distinctive color (here: yellow).

where authors often report maximum distances between 6𝑚 and
10𝑚 for target selection [22, 36, 52].

3.2 Visual Guidance for Out-of-View Targets
Once a set of teleportation points has been created by the applica-
tion developer, each of these points is visualized to the VR user by a
wireframe sphere on the floor of the virtual environment (Figure 1,
center). There are two types of situations in which the next tele-
portation point might not be visible to the user from the previous
one. When teleportation is triggered in these situations, the user
does not have a chance to predict the upcoming location change
and, therefore, has a high risk of becoming spatially disoriented.
To prevent this from happening (𝐷4), our technique employs two
visual guidance mechanisms.

First, in theDirect variant of our technique, the next teleportation
point might be far away and/or occluded by other objects in the
scene like walls. In these cases, we suggest using a specific shader
for the wireframe sphere that always renders it on top of occluding
scene objects (Figure 2). Additionally, spheres further away from
the user can be scaled up to increase their saliency.

Second, in both variants of our technique, the user might look in
a different direction than towards the next teleportation point, re-
quiring additional visual mediation to help them turn in the correct
direction. While there is a multitude of options on how to realize
guidance towards targets outside the user’s field of view [51], we
decided to use a particle system resembling fireflies that appear
in front of the user and flock toward the next teleportation point
when it is not directly visible (Figure 1, left). This idea was inspired
by the work of Lange et al. [32], who showed that a similar form of
scene-embedded guidance was beneficial for maintaining high lev-
els of presence compared to more artificial alternatives like widgets
and post-processing filters in image space.
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3.3 Confirmation of the Intent to Teleport
Once the next teleportation point along the route is visible to the
user, our technique features a dwell-based confirmation mechanism
to indicate their desire to teleport (𝐷2 and 𝐷3). To prevent acciden-
tal teleportations that might easily lead to spatial disorientation,
we use a two-step activation pattern before actually relocating the
user (𝐷3 and 𝐷4). Our choice of a wireframe sphere to visualize
teleportation points was motivated by (1) reducing occlusions dur-
ing inactivity and (2) being able to visualize dwell feedback directly
in-place during interaction. In particular, our activation pattern
works as follows. In the first step, the user is required to direct their
head to face the wireframe sphere on the floor for a duration of 𝑡1,
which is visualized using a growing yellow sphere within the wire-
frame (Figure 1, center). Visual highlights of an object as a feedback
mechanism during dwelling were already evaluated positively in
the work on decision-making in interactive storytelling by Drewes
et al. [17]. After 𝑡1, the size of the inner sphere matches the size
of the wireframe. This is when the second step activates, in which
the wireframe sphere is raised to the user’s eye level to function as
a preview geometry for the user’s new head location to improve
predictability of the imminent teleportation (Figure 1, right). If the
user continues to look at the wireframe sphere for a duration of 𝑡2,
which is once again visualized by a growing yellow sphere within
the wireframe, the teleport is executed. We decided to keep the
user’s global viewing orientation unchanged during the transition,
given that including virtual rotation changes in the teleportation
process have been shown to likely increase the risk of spatial dis-
orientation due to the resulting visual discontinuity [7, 28, 46].

To determine whether the user is looking in the direction of the
wireframe sphere, we suggest a conic activation volume starting
from the user’s head position with fixed horizontal and vertical
opening angles of 𝛼ℎ and 𝛼𝑣 , respectively, depending on the desired
sensitivity. In our user study, for example, we set 𝛼ℎ = 10◦ and 𝛼𝑣 =
12.5◦ to allow for a little more tolerance in the vertical direction
to reduce potential neck strain. Furthermore, we set 𝑡1 = 𝑡2 = 2𝑠 ,
which is intentionally longer than the commonly observed dwell
times of < 1𝑠 in the literature on object selection [43]. Since the
resulting operation in our case is a complete relocation of the user’s
virtual viewing position instead of the selection of an object, we
aimed for higher dwell times to give users sufficient time to perceive
the provided teleportation preview and, therefore, reduce the risk
of spatial disorientation after the relocation.

3.4 Discussion of Interaction Design
While several prior locomotion-interface research papers pursue
the objective of increasing navigation efficiency by reducing the
time required to get from one location to another [55, 59, 63, 64],
we argue that knowledge acquisition scenarios like guided museum
tours and cultural heritage site visits benefit from a more pleasant
and unhurried user experience in which more emphasis is placed
on the journey rather than its completion (𝐷3). Therefore, while
dwell times as a confirmation mechanism are often criticized in the
literature for decreasing efficiency [31, 45], we believe that they
are a promising interaction paradigm in slower-paced scenarios,
especially since they are particularly easy to learn for novices and
do not rely on additional input devices or trackers other than the VR

headset itself (𝐷2). Moreover, requiring the user to spend some time
looking at the available preview geometries before each teleporta-
tion allows them to mentally prepare for the transition, which we
envision reduces spatial confusion once the transition is executed
and, therefore, fosters the comprehensibility (cf. [66]) of the tele-
portation process (𝐷4). Therefore, we believe that further studies
are required to explore the influences of alternative confirmation
mechanisms like deliberate activation movements (e.g., [31]). While
comprehensibility is further supported by the decision to keep the
user’s global viewing orientation unchanged during the transition,
this also requires the selection and implementation of an additional
mechanism for physical rotation guidance. While we decided on the
scene-embedded option of a directed particle system, this option
might not be suited for all use cases, but it can be easily replaced
by one of the alternatives mentioned in the survey by Rothe et al.
[51].

4 USER STUDY
We conducted an empirical user study to assess the general usability
of our guided teleportation technique and to address our research
question of how much traversing the route between the main POIs
impacts user experience. The independent variable of the study was
the technique variation, and participants tested both the Direct and
Route variations as part of a within-subjects design.

4.1 Hardware and Physical Setup
Participants were equipped with anHTC Vive Pro 2 headset that was
tracked by four base stations placed around a square interaction
space of approximately 2.5m x 2.5m. The headset was connected to a
workstation featuring an Intel i9-10900K processor and aNvidia RTX
3080 Ti graphics card. The VR application for the study was created
with Unreal Engine (version 5.3) and rendered with a resolution of
2448 x 2448 pixels per eye and a framerate of 90Hz.

4.2 Environment and Task
Our study featured the scenario of visiting a cultural heritage site
that informed visitors about the housing conditions of a wealthy
merchant in the Middle Ages. For this purpose, we created a fic-
tional medieval homestead using a low-poly asset pack from Unreal
Engine’s marketplace1. The homestead was divided into multiple
connected areas that were set up in a symmetric fashion to allow
for the creation of two comparable paths (Figure 3) for the two
technique variations tested in this study. From the common start-
ing point in the entrance corridor of the homestead, both paths
featured three main points of interest that were distributed across
the estate in both indoor and outdoor areas.

Participants were only given instructions to take part in two
guided tours, one with each variation of our guided teleportation
technique, and to report on their experiences afterwards. To create
an informative scenario with more background information than
the virtual objects alone, each of the three POIs per path featured
an audio snippet that told a story about the different aspects of
living in the Middle Ages. These audio snippets were created using

1https://www.unrealengine.com/marketplace/en-US/product/low-poly-medieval-
interior-and-constructions

https://www.unrealengine.com/marketplace/en-US/product/low-poly-medieval-interior-and-constructions
https://www.unrealengine.com/marketplace/en-US/product/low-poly-medieval-interior-and-constructions
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Figure 3: Overview of the virtual environment and routes
to be traversed in our user study. Each larger circle labeled
𝑃𝑥𝑦 indicates one of the main POIs while smaller circles in-
dicate the intermediate waypoints only present in the Route
condition. Both routes (red and cyan) were set up symmet-
rically to create comparable experiences in both conditions.
Before each route, participants completed a small tutorial
route (grey waypoints) to get accustomed to the teleportation
interface of the current condition.

a free text-to-speech AI model2. Activating the next teleportation
point was disabled for the duration of the playback to prevent the
participant from having to split their attention between locomotion
and information acquisition.

4.3 Experimental Procedure
Participants arrived at our lab and signed an informed consent
form. In the interest of counterbalancing the order of the two tested
techniques, as well as the two paths to be traversed through the
homestead, participants were then assigned to one of the four pos-
sible combinations based on their identification number. The exper-
imenter then familiarized them with the VR headset and demon-
strated its adjustment (straps, interpupillary distance knob, display
distance knob) which participants could then use until it fit com-
fortably. Afterwards, they were placed into a small garden area
in front of the homestead’s entrance, during which an automated
tutorial using the same voice as the main guided tours explained the
different features of our guided teleportation technique to them. In
the Direct condition, this tutorial also included a teleportation point
that was occluded by another object to demonstrate the shader that
renders the corresponding wireframe sphere on top of the occluder
(Figure 2). Once the tutorial was completed, participants found
themselves in the entrance corridor of the homestead, where the
main guided tour began. After completing this tour, participants
were asked to take off the VR headset and complete a questionnaire
on a desktop workstation, which consisted of (in this order):

• The Fast Motion Sickness Scale (FMS) by Keshavarz and
Hecht [29] to quantify the occurrence of sickness with a
single question

• The User Experience Questionnaire (UEQ) by Laugwitz et al.
[33] to quantify perceived attractiveness, perspicuity, effi-
ciency, dependability, stimulation, and novelty

2https://www.naturalreaders.com/online/

• The igroup Presence Questionnaire (IPQ) based on the work
of Schubert et al. [53] (revised version available online3) to
quantify general presence, spatial presence, involvement,
and experienced realism

• The English version of the Flow Short Scale (FSS) by Rhein-
berg [49] to quantify the perceived feeling of flow as the sum
of task fluency and absorption

• Three custom questions to quantify spatial awareness and
disorientation on a Likert scale:
– Confusion: How often were you confused by your view after
a teleportation? (1: never, 7: after every teleportation)

– Awareness: I was always fully aware of my virtual sur-
roundings. (1: fully disagree, 7: fully agree)

– Anticipation: I always knew where the tour guide would
bring me to. (1: never, 7: at every point in time)

Once the questionnaires were completed, participants were given
a five to ten minute break before continuing with the second run
of the study, in which the other technique variation was tested
in combination with the other path. After filling in the technique-
related questionnaires for the second time, participants were given
a final questionnaire, in which they provided a preference ranking
of both technique variations as well as general feedback on the
study. The entire procedure took between 45 and 60 minutes to
complete.

4.4 Dependent Variables and Hypotheses
The dependent variables of this user study were the subjective
experience ratings from the questionnaires. These questionnaires
were selected as established measures of user experience from the
literature, for which we either hypothesized a difference between
the two technique variations or aimed to obtain an absolutemeasure
to quantify the general suitability of the techniques. Beyond that,
interaction data from the session were only logged to ensure the
validity of the experiment. As a prerequisite for conducting the
inferential statistical tests, we formulated a total of five hypotheses
before the experiment regarding the comparison of the Direct and
Route variations of our technique:
𝐻1 Spatial awareness will be higher for Route.
𝐻2 FSS scores will be higher for Route.
𝐻3 IPQ scores will be higher for Route.
𝐻4 UEQ scores for Attractiveness, Perspicuity, Dependability, and

Stimulation will be higher for Route.
𝐻5 UEQ scores for Efficiency will be higher for Direct.

Justification for the Hypotheses: We expected the addition of
intermediate teleportation points to reduce spatial disorientation
after teleportation, as each teleportation point would be in a direct
line of sight from the previous one (𝐻1). As a consequence, we
expected that participants would also rate their perception of flow
(𝐻2) and presence (𝐻3) higher as they would be less frequently
interrupted by having to reorient themselves. Finally, we expected
that this differencewould also be reflected inmore general ratings of
user experience as given by the UEQ, making Route more attractive,
perspicuous, dependable, and stimulating to use than Direct (𝐻4).
However, given that the addition of intermediate teleportation

3https://www.igroup.org/pq/ipq

https://www.naturalreaders.com/online/
https://www.igroup.org/pq/ipq
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Figure 4: Boxplots illustrating the distributions of measured scores given by our three custom questions on spatial awareness
(left), the Flow Short Scale (center), and the igroup Presence Questionnaire (right). The diamond next to each box indicates the
mean value, with bars showing the corresponding 95% confidence interval.

points might also slow down the progress of the tour, we expected
Route to be perceived as less efficient (𝐻5). No hypotheses were
formulated for the FMS and the Novelty scale of the UEQ, as we did
not expect a difference between the two technique variations based
on their common reliance on teleportation-based movements and
their common interaction workflow, respectively.

4.5 Participants
We followed the strategy of convenience sampling to recruit a total
of 34 participants between 20 and 63 years of age (𝑀 = 28.4, 𝜎 =

8.86). Given that novice users might react differently to immersive
content compared to experienced users, as outlined by Steed et
al. [56], we put a particular focus on obtaining a participant sample
that was spread across various levels of immersive competence to
receive a mixture of both novice and expert feedback. In particular,
10 participants stated to have used VR never or only once before,
11 participants several times before, and 13 participants stated to
be using VR on a regular basis or every week. Unfortunately, the
sampling process led to a skewed gender distribution (25 male, 8
female, 1 unknown), which is a limitation of our work that we will
discuss again at the end of the paper.

5 RESULTS
We evaluated our measurements with IBM SPSS Statistics based on
our formulated hypotheses. Given our within-subjects study design
involving two independent variables, the first relevant inferential
test to consider for our analyses was the parametric paired-samples
𝑡-test, which requires a continuous scale of measurement, as well
as an approximately normal sampling distribution. Based on our
sample size of 𝑁 = 34 > 30, we assumed a normal sampling
distribution based on the central limit theorem [19, pp. 170-172]
and switched to the non-parametric Wilcoxon signed-rank test
for variables that were purely ordinal, i.e., raw, non-aggregated
Likert scale results. To prevent an overreliance on 𝑝-values, we
supplemented our results with the effect size 𝑑 for 𝑡-tests and 𝑟

for Wilcoxon signed-rank tests. We applied the threshold values
introduced by Cohen [16] to classify these effects, with 𝑑 > 0.2, 𝑟 >

0.1 for a small effect, 𝑑 > 0.5, 𝑟 > 0.3 for a medium effect, and
𝑑 > 0.8, 𝑟 > 0.5 for a large effect.

5.1 Inferential Analyses
Spatial Awareness (𝐻1): Boxplots illustrating the distributions of
scores are given in Figure 4 (left). A Wilcoxon signed-rank test
revealed significantly lower spatial Confusion scores for Route over
Direct, 𝑧 = 3.661, 𝑝 < 0.001, 𝑟 = 0.628 (large effect). Similarly, the
comparison of the data showed significantly higher spatial Aware-
ness in the Route condition, 𝑧 = 3.902, 𝑝 < 0.001, 𝑟 = 0.669 (large
effect). This was also reflected in the results of the third question,
where the comparison between both conditions also revealed sig-
nificant advantages for Route regarding Anticipation of the next
target, 𝑧 = 4.443, 𝑝 < 0.001, 𝑟 = 0.762 (large effect).

Flow (𝐻2): Boxplots illustrating the distributions of scores are
given in Figure 4 (center). As indicated by a paired-samples 𝑡-
test, Total perception of flow measured by the FSS was not signifi-
cantly different between both conditions, 𝑡 (33) = 0.435, 𝑝 = 0.667,
𝑑 = 0.075 (negligble effect). The same was true for the two subscales
of the FSS, where no significant difference in perceived Fluency
with 𝑡 (33) = 1.189, 𝑝 = 0.243, 𝑑 = 0.204 (small effect), as well as no
significant difference in perceived Absorption with 𝑡 (33) = 1.222,
𝑝 = 0.230, 𝑑 = 0.210 (small effect) could be observed.

Presence (𝐻3): Boxplots illustrating the distributions of presence
scores are given in Figure 4 (right). AWilcoxon signed-rank test did
not detect a significant difference for the General Presence question
of the IPQ, 𝑧 = 1.144, 𝑝 = 0.253, 𝑟 = 0.196 (small effect). Further
paired-samples 𝑡-tests on the aggregated subscales did also not
reveal significant differences regarding the perceived Spatial Pres-
ence, 𝑡 (33) = 1.827, 𝑝 = 0.077, 𝑑 = 0.313 (small effect), Involvement,
𝑡 (33) = 1.027, 𝑝 = 0.312, 𝑑 = 0.176 (negligible effect), and Expe-
rienced Realism, 𝑡 (33) = 0.189, 𝑝 = 0.851, 𝑑 = 0.032 (negligible
effect).

User Experience (𝐻4, 𝐻5): Figure 5 gives the results and boxplots
of the UEQ, the exact numeric results of paired-samples 𝑡-tests
conducted for each of the six subscales, and an absolute rating of
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Inferential Test Benchmark
𝑡 (33) 𝑝 𝑑 𝐷𝑖𝑟𝑒𝑐𝑡 𝑅𝑜𝑢𝑡𝑒

Attractiveness 1.256 0.218 0.215 abo. avg. good
Perspicuity 1.741 0.091 0.299 excellent excellent
Efficiency 0.550 0.586 0.094 bel. avg. bel. avg.

Dependability 2.574 0.015 0.441 abo. avg. excellent
Stimulation 0.645 0.523 0.111 abo. avg. abo. avg.
Novelty 2.504 0.017 0.429 good abo. avg.
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Figure 5: Top: Results of the inferential tests conducted on
the six subscales of the User Experience Questionnaire (UEQ)
and absolute classification of results in both conditions using
the provided benchmark dataset (excellent, good, above av-
erage, below average, bad). Bottom: Boxplots illustrating the
underlying distributions of scores in both conditions. The
diamond next to each box indicates the mean value, with
bars showing the corresponding 95% confidence intervals.

both conditions based on the official benchmark dataset. Summariz-
ing these results, there were two significant differences indicating
advantages of Route in terms of Dependability (small effect) and ad-
vantages of Direct in terms of Novelty (small effect). Non-significant
small effects were further observed for Attractiveness and Perspicu-
ity, indicating an advantageous tendency for the Route condition.
Compared to the benchmark dataset, bothDirect and Route received
identical ratings for Perspicuity (excellent), Efficiency (below av-
erage), and Stimulation (above average). Route received a better
absolute rating for Attractiveness (1-step increase) and Dependabil-
ity (2-step increase) while receiving a poorer rating for Novelty
(1-step decrease).

5.2 Descriptive Analyses
Tour Duration: The average time to complete the guided tour was
219.97𝑠 (𝜎 = 52.68𝑠) in the Direct condition and 268.97𝑠 (𝜎 = 48.57𝑠)
in the Route condition.

Sickness: The FMS measures sickness on a Likert scale from 0 (no
sickness) to 20 (frank sickness). In our study, the reported scores
were overall low, with a mode score of 1 for both the Direct (41.2%)
and the Route (50.0%) condition. The mean scores were 2.35 (95%
CI: [1.71, 3.00]) for Direct and 2.47 (95% CI: [1.61, 3.33]) for Route,

indicating similar levels of sickness in both conditions. The highest
score measured during the study was a single occurrence of 11 in
the Route condition. None of the participants decided to terminate
the experiment early based on their sickness levels.

Preference: When asked for their preferred technique variation,
a majority of 21 participants (61.8%) mentioned Route while 9 par-
ticipants (26.5%) preferred the Direct variation. The remaining 4
participants (11.8%) did not voice a preference.

5.3 Discussion and Limitations
Our descriptive analyses of FMS scores indicated an overall low
incidence of cybersickness in both conditions, which we expected
based on our focus on discontinuous movements for both the Direct
and the Route variation. As a result of these low scores, we conclude
that our participants were in good shape to judge our techniques
in the subsequent questionnaires. Regarding our hypotheses, we
identified significant large effects (all 𝑟 > 0.6) pointing towards
higher spatial awareness in the Route than the Direct condition,
thereby confirming 𝐻1. This result indicates a trade-off between
Travel Efficiency and Spatial Disorientation, where the less efficient
addition of intermediate waypoints between the main points of
interest can help create a less disorienting user experience. Con-
trary to 𝐻2 and 𝐻3, however, these advantages in terms of spatial
awareness did not seem to have strongly influenced the perception
of Flow and Presence. When looking at the corresponding subscales,
the largest observed effect size was 𝑑 = 0.313 for Spatial Presence
in favor of Route, which did, however, not achieve statistical sig-
nificance. Given that participants were teleported to completely
different surroundings with theDirect technique, we were surprised
by the high scores of Direct regarding general and spatial presence.
Subjective comments regarding our two-step activation pattern and
visualizations of dwell times were generally positive, so it might
be that our preview mechanisms, in combination with the over-
all slow-paced interaction workflow, were sufficient to maintain a
certain degree of presence that did not differ from the one offered
by teleportation points in the participant’s vicinity. As a result,
we advocate for more detailed future research on the influ-
ence of different kinds of target indication mechanisms and
pre-travel information on presence and flow.

Regarding the influences of our technique variations on more
general facets of user experience as measured by the UEQ, our re-
sults only partially support 𝐻4. While there was a significant small
positive effect for Route regarding Dependability (𝑑 = 0.441), only
small but non-significant effects were observed for Attractiveness
and Perspicuity (both 𝑑 < 0.3). Our results did not confirm 𝐻5, as
neither a significant difference nor a non-negligible effect size was
observed on the efficiency scale. While the absence of a significant
result does not automatically indicate that no effect exists at all, we
were surprised that we could not capture it with the UEQ, given that
our objective observations indicated more efficient tour completion
times as well as fewer teleports with the Direct technique. A likely
explanation for this is given by the comparison of the efficiency
scale to the benchmark dataset, where both technique variations
equally received below average ratings. We explain this by the over-
all slow-paced workflow of the task, which likely overshadowed
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the efficiency differences between both conditions. From the sub-
jective statements, the most common point of criticism related to
the chosen dwell duration of 𝑡1 = 𝑡2 = 2𝑠 , which was sometimes
considered too high. Since we could not identify personal factors
influencing this opinion (e.g., prior VR exposure), we argue that
the dwell duration should likely be exposed as an adjustable pa-
rameter in the future. The remaining scales of the UEQ all yielded
above average, good, and excellent ratings for both conditions, with
minor advantages of Route for attractiveness and dependability
and a minor advantage of Direct for novelty. Overall, a majority
of participants (61.8%) stated to prefer Route over Direct. As a re-
sult, we conclude that our guided teleportation technique was
generally well-received and would advise using the Direct
variation only when optimizing specifically for locomotion
efficiency or for feelings of novelty.

Limitations. While we strived for a mixture of participants with
different prior exposure to VR systems, one of the most notable limi-
tations of our sampling process is the resulting over-representation
of male participants (see Section 4.5). Furthermore, as illustrated
in Section 3.4, our final technique design represents just one of
several potential alternatives regarding possible visualizations, con-
firmation mechanisms, and attention-guiding features. Finally, our
user study featured only a single scenario with routes that could
be completed in less than five minutes each. While all of these
factors influence the final results, we believe that our main findings
regarding the advantages of Route over Direct as well as the over-
all positive user experience of our technique stand up to further
scrutiny. Therefore, we explicitly encourage other researchers to
replicate and extend our work to gain further insights into the
design of effective guidance techniques in immersive virtual envi-
ronments.

6 CONCLUSION
We presented a semi-automated guidance technique based on tele-
portation that enables curators of immersive knowledge spaces to
prepare accessible guided tours for audiences with different techni-
cal backgrounds. We focused on a slow-paced interaction workflow
that keeps the user’s hands free and gives them sufficient time to
prepare for a teleport. Based on prior research, we believe that this
interaction paradigm reduces the risk of cybersickness compared to
continuous locomotion techniques while attempting to address the
prevalent concerns regarding spatial disorientation after teleporta-
tion. In an empirical user study, we asked the research question of
how much traversing the actual route between POIs impacts the
user experience and compared the use of our technique with (Route
condition) and without (Direct condition) intermediate waypoints.
Our results indicate a generally positive reception of our interac-
tion workflow, with the predominantly preferred Route variation
(placing teleportation points at sharp corners and maximally 10𝑚
apart from each other) significantly reducing spatial disorientation
and increasing perceived dependability. Therefore, we generally
advise including intermediate waypoints and ensuring that the next
waypoint is always in direct line of sight from the previous one.
However, omitting intermediate waypoints did not lead to as many
negative effects as expected, given that no significant differences

in perceived flow, presence, attractiveness, perspicuity, and stimu-
lation were observed. As a result, the Direct variation might be an
option to consider in scenarios for which visiting intermediate way-
points is considered too exhausting, for example, when distances
between POIs are large.

Future work should evaluate alternative mechanisms for real-
izing guided teleportation, including the choice of shorter dwell
times, as well as non-dwell-based confirmation gestures. In addition,
evaluating different forms of attention-guiding techniques when
the next teleportation point is outside the user’s field of view is an
interesting focus of further studies. Furthermore, deriving a more
formal algorithm for automatically placing suitable intermediate
waypoints based on the particulars of the virtual environment is still
subject to future work, as our initial heuristics presented in this pa-
per were not comprehensively evaluated in a multitude of different
environmental contexts. Future work also includes the identifica-
tion of threshold values with respect to what users consider too
few or too many teleportation points along a route. Finally, while
our focus on teleportation-based movements was motivated by the
literature on cybersickness, our guided teleportation techniques
should be compared to the established steering-based counterparts
to gain further insights into the benefits and drawbacks of each par-
adigm. We believe that further research in this domain is necessary
to increase the accessibility of virtual reality systems for novices
and, therefore, enable virtual knowledge spaces like museums to
reach a broader and more diverse audience.
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