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1 INTRODUCTION
Embedding virtual humans into virtual reality (VR) applications
can fulfill diverse needs. These, so-called, embodied conversational
agents (ECAs) can simply enliven the virtual environments, act for
example as training partners [11], tutors [4] or therapists [5], or
serve as advanced (emotional) user interfaces to control immersive
systems. The latter case is of special interest since we as human
users are specifically good at interpreting other humans. ECAs
can enhance their verbal communication with non-verbal behav-
ior and thereby make communication more efficient. For example,
backchannels [2, 3, 12], like nodding or signaling not understanding,
can be used to give feedback while a user is speaking. Furthermore,
gestures, gaze, posture, proxemics and many more [18] no-verbal
behaviors can be applied. Additionally, turn-taking can be stream-
lined when the ECA understands when to take over the turn and
signals willingness to yield it once done [13]. While many of these
aspects are already under investigation from very different disci-
plines, operationalizing those into versatile, virtually embodied
human-computer interfaces remains an open challenge. To this end,
I conducted several studies investigating acoustical effects of ECAs’
speech, both with regard to the auralization in the virtual envi-
ronment and the speech signals used. Furthermore, I want to find
guidelines for expressing both turn-taking and various backchan-
nels that make interactions with such advanced embodied interfaces
more efficient and pleasant, both when the ECA is speaking and
during listening. Additionally, measuring social presence (i.e., the
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feeling of being there and interacting with a “real” person [14]) is an
important instrument for this kind of research, since I want to facil-
itate exactly those subconscious processes of understanding other
humans, which we as humans are particularly good at. Therefore, I
want to investigate objective measures for social presence (see [14]).

In the following, I will give a brief overview of my accomplished
and planned research and some methodology I develop and use for
that.

2 RESEARCH AGENDA
In this section I will outline my research agenda. Therefore, I will
first summarize research I performed in the first years of my doc-
toral studies, namely investigating different qualitative aspects of
auralizing an ECA’s speech. Afterwards, I will give an outlook on
how I plan to proceed.

2.1 Virtual Agents’ Speech
As verbal communication requires acoustic signals to be presented
to the user, the question arises how those should be presented.
Modern VR applications often include binaural audio rendering.
Here, the position of the sound source relative to the user’s ears
is considered, so when the user looks around the sound presented
to each ear changes [16]. While this already increases realism, the
directionality of the sound sources is often not taken into account.
In reality, for example, human speakers sound muffled and less
loud when they speak away from the listener as compared to when
they were directly facing the listener. I investigated whether mod-
eling this directivity for virtual human speakers influences their
perceived social presence. To that end, I teamed up with colleagues
from the Institute of Hearing Technology and Acoustics to conduct
a study [19, 20] consisting of an interaction between one ECA and
the participant in an object search task which involved a lot of
turning of the ECA and listening to the agent from very different
angles. However, I was unable to find a significant difference in the
perceived social presence when comparing omnidirectional speech
sound sources with those using directivity. Since I mainly attrib-
uted this to an overall too low realism and a high variance in the
examined measures (e.g., Social Presence Survey [1]), I conducted
a second study. This time also additionally considering dynamic
directivity [8], i.e., dynamically changing the directivity pattern
in accordance with the currently uttered phoneme. In this study,
we found indications that participants were unable to distinguish
dynamic from static (non-changing) directivity, but were well able
to distinguish it from omnidirectional speech sources. However,
there was no clear preference for the more realistic directional case.

The aforementioned studies were conducted using both syn-
thetic and recorded speech (in [20] and [8] respectively). Therefore,
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I also wanted to investigate how large the influence of this synthetic
voice, and especially the often slightly unnatural prosody produced
by Text-to-Speech (TTS) engines, is on the perceived naturalness
of the ECAs (cf. [15]). Furthermore, I investigated whether seeing
a virtual ECA presenting the speech moderates this effect, as it
might change expectations [6]. I conducted an online survey in
cooperation with colleagues from the linguistics and acoustics de-
partment, presenting videos of two conversing ECAs or audio-only
to participants, with natural speech, fully synthetic speech, or hu-
man speakers imitating the unnatural prosody of the TTS engine
used [6]. The ECAs were however in contrast to the aforementioned
studies not aware of the participants listening. The results indicated
that inadequate prosody (as often produced by TTS engines) has
a strong influence on perceived naturalness. Thus, I will focus on
recorded speech for further research. Furthermore, although the
results were not perfectly conclusive, I will use static directivity for
speaking ECAs.

2.2 Virtual Agents’ Non-verbal Behavior
Additionally to the verbal behavior already looked at, I want to
investigate non-verbal behavior of conversing ECAs. I especially
want to look into turn-taking signaled by ECAs and their co-verbal
gestures. I teamed up, additionally to colleagues from the acoustics
institute, with colleagues from the psychology department. The psy-
chologists developed a task (i.e., heard text recall (HTR) task [10]),
during which a participant has to listen to a family story being
presented by two speakers (see Figure 1) and then has to answer
several questions regarding family constellations etc., which some-
times can only be answered by combining information from several
utterances. Additionally to these questions, a dual-task is performed
(cf. [10]) to evaluate listening effort. The plan of this project is to
investigate whether this task is valuable to research listening effort
in a closer-to-real-life situation compared to classical psychological
paradigms. Furthermore, the influence of several aspects regard-
ing acoustic and visual fidelity (e.g., display technology but also
ECA behavior) should be investigated [9]. I plan to furthermore
explore whether performance in this task (both in the primary task,
i.e., answering the question, and secondary task, e.g., reacting to
vibrotactile stimuli while listening), can be used as a more objective
measure of social presence. I hypothesize that observing ECAs who
behave differently from what we would expect from real humans
might introduce additional cognitive load and thereby deduce per-
formance in the task. In the planned experiments, I want to use
both fitting and non-fitting co-verbal gestures presented by the
ECAs while speaking. Since the ECAs take turns while presenting,
my goal is to develop a set of rules of understandable non-verbal
turn-taking cues given by the ECAs, including gestures, gazing,
and breathing (cf. [17]). I plan to evaluate whether participants are
able to correctly interpret those in a user study [7], where the ECA
will be controlled in a Wizard-of-Oz paradigm. After evaluating
and potentially improving those turn-taking cues, I will investigate
whether signaling turn-taking at inappropriate points in time, e.g.,
signal yielding the turn when the ECA actually continues with
the next utterance, increases the aforementioned listening effort.
If such correlations can be found, this can be a valuable tool to

Figure 1: Excerpt of a family story told by two ECAs as part
of the HTR paradigm [9].

objectify perceived social presence beyond the currently used ques-
tionnaires (cf. [14]) for several dimensions of non-verbal behavior
(namely planned for turn-taking, co-verbal gestures, and potentially
backchanneling).

3 INFRASTRUCTURE
A lot of animation data is needed for the ECAs. I already recorded
facial animations when recording two actors giving the HTR task’s
speech by means of the ARKit using an iPhone’s TrueDepth Sensor.
Since I do not have direct access to an optical motion capture sys-
tem, body animations are recorded using an HTC Vive headset in
combination with 6 Vive Trackers and two Vale Index Controllers,
which are capable of rudimentary tracking the fingers.

To allow an efficient implementation of the planned user studies,
I develop a study framework for Unreal Engine. This framework
facilitates to quickly set up multi-factorial studies, supporting the
developer in randomization, logging, and controlling the study in
general by providing experimenter interfaces. It is already made
available to my collaborators and several students have used it
to conduct experiments for their theses. I already systematically
gathered overall positive feedback from the aforementioned users
and a formal validation is planned in the future.

4 CONCLUSION
In this extended abstract, I gave a brief overview of my research
agenda towards creating efficient and pleasant to use virtually em-
bodied human-computer interfaces by means of ECAs. I introduced
research I conducted with regard to speech source directivity and
prosody. Furthermore, I outlined a future research path using a two
talker scenario to investigate turn-taking, co-verbal gestures and
the HTR dual-task paradigm for potentially objectively measuring
social presence.
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