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Abstract—Collaborative work in social virtual reality often requires an
interplay of loosely coupled collaboration from different virtual locations
and tightly coupled face-to-face collaboration. Without appropriate sys-
tem mediation, however, transitioning between these phases requires
high navigation and coordination efforts. In this paper, we present an
interaction system that allows collaborators in virtual reality to seam-
lessly switch between different collaboration models known from related
work. To this end, we present collaborators with functionalities that let
them work on individual sub-tasks in different virtual locations, consult
each other using asymmetric interaction patterns while keeping their
current location, and temporarily or permanently join each other for
face-to-face interaction. We evaluated our methods in a user study
with 32 participants working in teams of two. Our quantitative results
indicate that delegating the target selection process for a long-distance
teleport significantly improves placement accuracy and decreases task
load within the team. Our qualitative user feedback shows that our
system can be applied to support flexible collaboration. In addition, the
proposed interaction sequence received positive evaluations from teams
with varying VR experiences.

Index Terms—Virtual Reality, 3D User Interfaces, Multi-User Environ-
ments, Social VR, Groupwork, Collaborative Interfaces

1 INTRODUCTION

V IRTUAL Reality (VR) allows users to overcome the
limitations of the real world, for example, by instantly

changing their position within the virtual environment in-
dependent of the distance covered by that change. In theory,
this spatial flexibility should enable group members to
collaborate, even while mainly working in different virtual
locations. This is especially interesting in situations where
users discover something a user at another location might
be interested in, have some advice on, or could actively
help with. However, current VR applications do not seem
to equip their users with the tools that are needed to
utilize this potential for effective group work by including
frequent switches between loosely coupled collaboration,
where users work towards a shared goal without directly
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interacting or needing to be near each other, and tightly-
coupled collaboration, which is more closely coordinated
and typically happens in the same place [1]–[3]. Instead,
similar to real-world situations, users have to either stay
together at all times to be able to consult each other or
be willing to completely give up on their current activity
and travel to another user’s location for face-to-face collab-
oration. The work presented in this paper addresses this
problem by providing users with tools to support seamless
transitions between different levels of tightly to loosely
coupled collaboration within the virtual space and to return
to their previous working context when an exchange has
ended.

In order to achieve this, the paper presents a theoretical
framework detailing different consecutive phases of coop-
eration by teams that are distributed in a virtual space and
the design choices that have to be made when implementing
these phases. Specifically, we suggest connecting the states
of loosely coupled collaboration from different places in the
virtual environment and tightly coupled collaboration in
the same environment through three additional collabora-
tion phases. In the overview phase, users are enabled to
gain an overview of collaborators’ positions and potential
activities and states in the shared virtual space. The check-
in phase lets users consult each other through asymmetric
collaboration metaphors without either person leaving their
current position. A visit marks a transfer of one user to the
position of their collaborator, which can be concluded by
returning to their position of origin or extended by joining
their partner for a longer phase of face-to-face collaboration.
To illustrate how this framework can be applied in a real
task scenario to support collaboration across large virtual
distances, we have developed an example implementation
that we evaluated in a user study with 32 participants
in teams of two. Our overarching research question asked
how our interface choices aligned with user expectations
and if our suggested framework supported collaborating
teams sufficiently. Since the change between working in
separate places and face-to-face collaboration is a central
aspect of our framework, we also asked the more specific
research question of which effects differently designed long-
distance teleportation mechanisms have on user perfor-
mance, understanding, and well-being. To approach this
more constrained topic, we have realized two alternative
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long-distance teleportation methods within our framework
implementation, in which users can either position them-
selves via a world in miniature (WIM) metaphor or be
positioned by their partner at the target location. Overall,
our work makes the following contributions:

• The conceptual introduction of different phases of
collaboration and their connection in a theoretical
framework, including the design decisions that have
to be made for each phase.

• An example implementation of the suggested phases
of collaboration and their connection within one fluid
interaction sequence.

• The development of two target selection techniques
for long-distance teleportation to the position of a
collaborator.

• Results of a comparative user study between two
different target-planning mechanisms showing that
distributing control for the preparation of a long-
distance teleport significantly improves placement
accuracy and decreases task load within the team.

• Results of an exemplary framework evaluation indi-
cating that the suggested stages of collaboration can
improve spatial flexibility during distributed team-
work of user pairs with different experience levels.

Overall, our results encourage the support of flexible forms
of collaboration in social virtual reality systems as well
as the use of our suggested framework to conceptualize,
discuss, and evaluate these support mechanisms.

2 RELATED WORK

Although social virtual reality spaces are gaining a larger
audience for both socialization [4]–[6] and domain-specific
collaboration [7]–[11], research into the design of virtual
environments for collaboration predates this development
by decades [5], [12]–[14]. Ongoing technical developments
allowed the main focus of research to shift from solving
the technical challenge of connecting multiple users within
one virtual space [13], [14] towards the design of interaction
techniques for fluent and intuitive collaboration [12]. In the
following sections, we will discuss approaches toward sup-
porting virtual collaboration in related work, starting with a
short overview of different types of collaboration in Section
2.1. We will then specifically discuss two prominent aspects
if multi-user collaboration in the literature that particularly
influenced our work: the use of multiple viewpoints during
multi-user interaction (see Section 2.2) and the role that
navigation plays in the support of groups within large
virtual spaces (see Section 2.3).

2.1 Types of Collaboration
Computer-Supported Collaborative Work (CSCW) can be
split up with respect to the axes of space (users being either
in the same place or in different places during collaboration)
and time (users working on a problem simultaneously or
at different times) [12], [15]. In recent years, most new
collaborative applications in extended reality have been
developed for users who enter a virtual environment from
different real-world places at the same time [12]. Such a
synchronous collaboration in shared virtual environments

can be symmetric or asymmetric, both when looking at the
devices used by the collaborating parties and when looking
at the roles and responsibilities that each partner carries [16],
[17]. Fully symmetric setups supply users with comparable
knowledge in the targeted domain with identical hardware
and interaction possibilities. Examples of asymmetric col-
laboration include a user wearing an Augmented Reality
device interacting with a user using a VR device [18]–[20].
Similarly, a user wearing a VR Device might be guided by a
user surveying the environment from a different perspective
on a desktop screen [21]. Finally, collaboration can represent
a tight or loose coupling of activities between collaborat-
ing users or parties [22]. In tightly-coupled collaboration,
users are working together directly, while loosely-coupled
collaboration has users split up and work on different
aspects of a shared goal on their own or in sub-groups.
Often, collaborative tasks are made up of phases of both
tightly- and loosely-coupled collaboration and collaborative
systems need to support both forms of work as well as
transitioning between them [23]. Focusing on the prevalent
use case of synchronous collaboration between partners
occupying different workspaces in the real world, our work
aims to support VR users in the fluid transition between dif-
ferent phases of tightly- and loosely-coupled collaboration.

2.2 Multiple Views for Collaboration
While the most popular examples of using different views
during collaboration can be found in asymmetric collab-
oration scenarios, providing all users with a selection of
different perspectives onto a common working environment
can also be useful for partners with symmetric capabilities.
This idea of using multiple simultaneous views during
collaboration has long been a central concept for cooper-
ative work using traditional 2D screens [24]. Depending
on the task, this can be done by equipping a team with
multiple viewing surfaces or by splitting a shared surface
into different zones [24]–[26]. For a group search task in a
3D environment presented on a desktop screen, Dodds and
Ruddle equipped users with multiple simultaneous views
of the environment and let users teleport to a group mem-
ber’s position when needed. In their study, these options
increased both the amount of communication within the
group and the distance that group members collaborated
over [27], [28].

In immersive virtual reality, examples of the use of multi-
ple views without the static distribution of user roles can be
found in the work of Kunert et al., where users could open
smaller Photoportals for individual exploration within a
shared large 3D display [29]. Building on this approach, the
authors later gave teams of co-located users simultaneous
access to a large 3D display wall showing a first-person
view of the environment and a smaller 3D tabletop display
showing a bird’s eye view of the environment [22]. In their
user study, they were able to show advantages of this multi-
screen approach concerning user comfort, presence, and
performance in a shared search task. Similarly, Schroeder et
al [30] later introduced an analysis framework for what they
describe as transitional interfaces. In their example use case,
two collaborators can each freely change between viewing
the shared working environment via an HMD, a tablet and
a desktop setup.
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Seeing that the utilization of flexible viewpoints for
different tasks in a shared virtual environment is more
prevalent in desktop systems, we believe that there is still
unexplored potential for the support of such mechanisms
in immersive VR. In our work, we suggest providing users
with different views onto the virtual environment to sup-
port different collaborative interactions. In this regard, we
present our users with ways to overlook the whole collab-
orative environment, see more detailed representations of a
collaborator’s location and share the viewpoint of another
user onto their surroundings in the form of portal surfaces.

2.3 Support of Collaboration in Navigation

Another option for users to gain different perspectives of
a virtual environment is navigation. In distributed setups,
single-user navigation techniques are still the most preva-
lent [31]. Popular examples of virtual travel techniques used
to bridge short distances include steering methods, where
users continuously specify the speed and direction of their
movement [32]–[34], and teleportation in vista space, where
users specify a target position and/or rotation directly in
the virtual environment and are transported to this point
instantaneously [32], [35], [36]. For longer distances, users
of virtual environments can either select a new target for
themselves using smaller proxies of the virtual environment
as it is done in the World in Miniature and Voodoo Doll
metaphors [37], [38], choose a target through the positioning
of a portal [29], or simply trigger a transition to a pre-
defined goal position [6]. The option to travel through the
virtual environment together using techniques that move
the whole group as a unit has mainly been suggested for
co-located setups [31], [39], [40]. Nevertheless, the com-
bined use of single-user navigation and group navigation
metaphors has shown promising results in related work.
Examples include the work presented by Weissker et al.
on the mechanisms of forming and leaving groups for
the joint navigation of distributed teams. Through these
mechanisms, the authors extended their multi-ray jumping
technique for co-located users and combined it with single-
user navigation capabilities [41], [42]. Results showed that
this enabled users to split up for phases of individual
exploration before joining together as a group to present
their findings to their collaborator [42]. A similar approach
was also presented by Beck et al., where two user groups
using separate large 3D displays could temporarily join
together for discussions or joint exploration (tightly coupled
collaboration) and split up for individual activities (loosely
coupled collaboration) [43]. A different approach towards
combining joint and individual travel is the addition of
long-distance group teleports to spaces that mainly offer
single-user navigation techniques. Examples of this include
the use of Photoportals in the work of Kunert et al. to take
user groups to a position suggested by one group member
and the use of party portals in the AltspaceVR application,
which allow groups of users to change between spaces
dedicated to different activities together [6], [29].
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Fig. 1. An overview of the different phases of collaboration discussed
in this paper and their connection proposed as part of our interaction
framework. In most other collaborative VR systems, users have to solely
rely on individual navigation to change from loosely- to tightly-coupled
collaboration and vice versa.

3 STAGES OF COLLABORATION IN DISTRIBUTED
VIRTUAL TEAMS

Based on collaboration methods suggested by related pub-
lications in the realm of CSCW, we have derived different
stages of collaboration relevant to different types of collab-
orative work performed by distributed users. The proposed
model builds upon the trade-off between staying at one’s
own current position in the virtual environment, and leav-
ing it behind to join another user by adding different steps
between these two extreme cases of loosely- and tightly-
coupled collaboration. Specifically, users can gain a general
impression of the virtual space in the Overview stage (see
Section 3.1), consult each other on tasks in the Check-In
stage (see Section 3.2), join together temporarily for virtual
face-to-face collaboration in the Visit stage (see Section 4.3),
and finally have the option to Return to their previous
working context or Join their partner for a longer phase of
closely-coupled collaboration (see Section 3.4). The interplay
and transitions between the proposed stages are visualized
in Figure 1 and will be described in more detail in the
following sections. Our theoretical model, as it is discussed
here, is not meant to be an explicit guide for one correct
implementation of each phase of collaboration, but it can
serve as a basis for many but it can serve as a basis for the
systematic design and evaluation of different collaborative
interaction techniques. One exemplary implementation of
this framework, which was also tested in our reported user
studies later in the paper, will be described in Section 4.
In the following descriptions, we will refer to the user
giving up their current position in the virtual environment
to collaborate in a different location as the visiting user and
call the user who remains at their current location for the
collaboration the hosting user.

3.1 Overview

The overview phase allows users to gain an overall impres-
sion of the layout of the virtual environment as well as
the positions of other users, which has been a relevant
feature in previous 2D interaction systems [27], [28]. This
enables users to update their broad awareness of inter-
actions happening within the environment, to find points
of interest where other users are gathered, and to decide
whether they want to further engage with any of them. It
has been shown that equipping users with an overview map
of their virtual environment can partially counteract the
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Fig. 2. The Overview stage supports the user in gaining an overall
impression of the environment in which they interact with their group
members. For this, a suitable representation of the current environment
as well as the other users within the environment has to be chosen.

loss of spatial orientation that is often introduced by long-
distance teleportation [44]–[46]. The concrete design deci-
sions required to implement the overview phase consist of
choosing an appropriate representation of the environment
in which the collaboration takes place as well as suitable
user representations (see Figure 2).

3.1.1 Environment Representation

The chosen representation of the virtual environment highly
depends on the use case. For smaller environments, a map
or world-in-miniature view seems to be the most intuitive
way to represent all relevant features of a virtual space
together with the distribution of other users [37], [45],
with potential design additions having to be made to ac-
count for necessary scaling [47], occlusion [48] or multi-
level environments [49]. However, collaboration can also
happen in contexts where a smaller-scale representation of
a whole virtual scene does not seem feasible. Larger worlds
might be hard to represent at a scale where they can be
looked over entirely without losing all features of interest.
Here, it might be more feasible to use a varying scale for
landmarks or places that are currently occupied by other
users by relying on techniques known from the field of
information visualization such as Overview + Detail or Focus
+ Context [50]. Collaboration might also happen between
environments that are entirely unconnected, places where
the spatial connection is not relevant to the collaboration,
or places where spatial connections cannot be represented
within a map. Examples of such spaces include separate
virtual spaces for activities, different museums on the same
topic, or different versions of the same building design [4],
[7]. Here, other approaches to overview representation like
graph views [51], [52] could be explored.

3.1.2 User Representation

Users should be visualized in a way that makes them
easily visible within the context of the chosen environment
representation. In larger worlds, showing full user represen-
tations to size within the chosen environment representation
would lead to them being easy to miss or even hard to
perceive when found. Here, simplified representations of
the users’ avatars that communicate their (relative) position
and direction present an alternative. As social formations
can usually be interpreted from a distance [53], [54], this
information should be sufficient to enable the viewer to
gain an impression of current groupings and their level of
engagement. Similar to mini-maps used in video games,
additional information like a user’s current talking status,

explicitly formed groups, or availability for engagement
could also be presented with the user’s position marker [55].

3.2 Check-In

Fig. 3. Design decisions to be made in the Check-In phase include the
choice of a forming mechanism and the selection of features used to
support collaboration.

If the overview alerts users to an interesting activity or
if they have found something in their working context that
they would like to discuss, they can start a check-in with
another user. The check-in stage represents an asymmetric,
remote collaboration scenario, where the user checking in
receives information about the actions and direct environ-
ment of their collaborator(s) without leaving their own
position in the virtual environment. In essence, the check-in
phase is most similar to asymmetric collaborations between
a remote supporter and an on-site worker, as described in
Section 2.1. Since the check-in phase changes the nature
of the collaboration from a general awareness of every
user’s actions to a direct exchange with one specific user
or user group, a check-in also represents the start of an
explicit collaborative exchange. Therefore, both the design
of a check-in itself as well as the mechanisms needed to
engage in a check-in are design decisions that have to be
made depending on the intended usage context (see Figure
3).

3.2.1 Forming Mechanism
Similar to the group forming process in multi-user nav-
igation [42], the mechanisms chosen for check-in should
be representative of the working relationship between the
included parties. Users could be able to start a check-in
automatically, only when the other user has given gen-
eral permission to be engaged with or only with explicit
confirmation by both parties. Here, two collaborators of
similar rank might want to rely on a system of mutual
confirmation while a teacher overlooking several groups
of working students might be given the right to check
in at any point. When groups enter a check-in with each
other, a full confirmation of every included party might
also be bothersome such that a need for other agreement
mechanisms might arise.

3.2.2 Collaboration during a Check-in
Since the check-in phase should give visiting users the ability
to relate to the hosting user’s current surroundings, the
representation of the whole environment in the overview
phase should be swapped for a more concentrated represen-
tation of the engaged user at this point in the collaboration.
Similar to measures seen in AR/VR collaboration, this might
happen by enlarging the previous overview representation
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of the virtual environment such that additional details are
visible [47], [56] or by sharing the view of the hosting user
with the visiting user to be able to discuss the hosting user’s
activities from the same point of view [57]. As check-ins
require direct communication between the involved users,
this would also be the point where a voice connection
between users becomes more relevant and user represen-
tations might become more detailed to include gestures
or even expressions, depending on what is offered by the
technology in use. In addition, context information from
the visiting user like their field of view [58], or additional
ways of communication, like letting them place hints in the
environment of their partner [49], might make the inter-
action more fluid. Depending on the intended interaction,
the communication features can be chosen symmetrically,
with both users receiving information about each other’s
environment, or asymmetrically, setting the focus on one
user’s surroundings that are to be discussed [56].

3.3 Visit

Fig. 4. To realize the Visit stage, the four phases of teleportation have to
be implemented and communicated within both the visiting and hosting
user’s environments.

At the point where two users feel the need to collaborate
at a level of directness that exceeds the interaction in the
check-in phase, a visiting user could decide to temporarily
travel to the hosting user’s location. In contrast to the
overview and check-in stages which let users gain insights
about their team members’ activities while remaining at
their current location, the visit phase marks the change
from virtually remote to virtually co-located interaction.
This change requires the visiting user to leave their current
position and activities completely for the duration of the
face-to-face interaction. One of the aims of our framework
is the fluid change between loosely coupled collaboration
in two different places and tightly coupled collaboration
in the same place. The most efficient way of performing
this change is using a target-based travel technique or
teleportation [32]. Depending on the environment, this can,
of course, be complemented by other travel techniques of-
fered for short-distance travel for activities where users are
working near each other or if traversing the route between
the two places in question is of importance. Similar to the
framework proposed by Weissker et al. for short-distance
teleportation [36], our process of teleporting a user to the
location of a team member can be split into the phases
of target selection, pre-travel information, transition to the
target, and post-travel feedback, with our process not only
involving the visiting user but also integrating the hosting
user who is already at the goal position.

3.3.1 Target Selection
While the general target area of the teleport for collaboration
purposes is defined by the hosting user’s position, the
concrete point at which the visiting users should arrive
still needs to be selected to avoid unpleasant overlaps
with scene objects or avatars. Conceptually, this selection
could be performed by either the visiting user using the
information given in the check-in phase, the hosting user
in their immediate surroundings, or automatically by the
system based on predictions of user intentions and available
space. Apart from the selection responsibility, it can also be
decided what input method is used for the selection and
if the specified target should define a user’s position or
include their orientation.

3.3.2 Pre-Travel Information
The information of where a visiting user is supposed to
arrive in the virtual environment is not only relevant to
the visiting user themselves but also to the hosting user,
since a sudden appearance could lead to confusion or even
colliding movements in the moment of travel. Therefore,
pre-travel information about the user’s future position and
orientation needs to be conveyed to the visiting user at their
current position, for example by centering the information
used for the check-in above their new position, and to the
hosting user at the goal position.

3.3.3 Transition
The change between two different positions in a virtual
environment can be instantaneous or rely on a transition
period, which might either animate the change between
the two positions or require active user interaction like
the use of a portal to be walked through or a preview
sphere that is brought to the user’s face [59]. As usual,
this transition should be chosen with the overall use case in
mind, considering a trade-off between the user experience of
the chosen transition and efficiency [60]. At the same time,
the hosting user at the goal position should be informed
about the changing status. If a longer transition is chosen
during which the user is not aware of changes being made
at the target position, this should also be communicated to
the collaborating users.

3.3.4 Post-Travel Feedback
While users should be prepared for their position change
by the given pre-travel information, additional post-travel
feedback at the goal position can be used to help the user
orient themselves in relation to the other present parties.
This might be especially relevant if the target orientation
was not pre-planned to fit the cause of the visit or if a
longer animation in the travel phase might lead to changes
in the environment being made between the visiting user
receiving pre-travel information and them arriving at the
target. Additionally, since visits can be made with the in-
tention to later return to the previous location, post-travel
feedback may also be needed at a user’s potential point
of return. Depending on the use case, post-travel feedback
might represent the user’s return position, their current
status or position in the environment, or even information
about what they were working on before starting a visit to
another position.
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3.4 Return or Join

Fig. 5. To give the visiting user a choice between joining the host per-
manently or returning to their previous working context, corresponding
mechanisms have to be selected for each choice.

After engaging in a short visit to the position of another
user, a visitor might want to return to their previous work-
ing context. They might, however, also discover that their
new environment is interesting enough for an extended
phase of collaboration or be simply done with their work
at their previous location. In this case, they could decide to
completely join the other user in their given environment or
stay with them for a longer period of time (see Figure 5).

3.4.1 Return
While a target selection phase is not necessary for returning
to one’s original position, users should again receive pre-
travel information to see the goal of the teleportation step,
undergo a transition upon confirming the travel, and receive
post-travel feedback at their goal position.

3.4.2 Join
Since a user’s previous position should still be displayed
as post-travel feedback to other people at this location, the
choice to not travel back to the position of origin should also
be made explicitly to update others and remove unnecessary
information at a user’s origin. When a user is currently on
a visit to one of their collaborators, it is a sensible choice
to display a marker at their previous position as post-
travel feedback to communicate that they might still return.
However, if the user permanently joins their collaborator or
plans to remain with them for a longer time, this form of
additional communication must be removed or their stay
must be reflected in their marker. On one hand, this avoids
cluttering the collaborative environment with indicators for
absent users, on the other hand, it avoids the confusion
of third parties who might otherwise wait for a user’s
expected return. Depending on the use case in question, the
mechanism to permanently join or communicate a longer
absence could be done explicitly by the user or implicitly by
system mechanisms. Examples of this could be prompting
a user to join when they want to interact with scene objects
at the target position when they exceed a certain movement
radius, or when a certain amount of time has been spent at
the target.

4 SYSTEM IMPLEMENTATION

Based on our suggested phases of collaboration described
in Section 3, we have followed an iterative design process
to develop an interaction system that allows distributed
VR users to enter and seamlessly switch between these
phases (see Figure 6), drawing inspiration from previous

VR interaction concepts. Our system implementation is built
as a prototype to explore the usefulness of the different
types of collaboration as well as the idea of their fluent
connection in one interaction sequence. In addition, we were
especially interested in the possibilities that virtually dis-
tributed collaborators bring to long-distance teleportation
since the ability to rapidly change between positions of
collaborators is a central idea that is required independent
of the concrete application scenario. This led us to choose
exemplary features for all stages while putting a particular
focus on two alternative methods for the transition between
the Check-In and Visit stages.

For simplicity, our scenario of this paper takes place
in one connected environment with a traversable area of
125m*125m that can be fully explored with conventional
navigation methods. A full image of the outdoor city envi-
ronment used in our implementation can be seen in Figure
9. In this setting, our system serves as a complement to
facilitate collaboration over longer distances in the virtual
environment. In addition, we have built the interactions
without any assumed hierarchies between the partners.

In our implementation, each user was equipped with
one HTC Vive Pro headset and one controller. The single-
user navigation technique offered in our system consists of
a simple short-distance teleportation technique activated by
the trigger button [32], [35], [36] and added snap-turns of
30 degrees around the user’s own axis activated by pressing
down on the left and right quadrant of the touchpad [61].
A pointing ray for communication and selection could be
activated with the bottom quadrant of the touchpad.

In the following sections, we will explain the implemen-
tation of each proposed stage in our system.

4.1 Overview

Based on our initial choice of environment, the world can
be represented by a world-in-miniature (WIM) with one
height level [37]. To make the user position within the
WIM salient, we have chosen an abstract user representation
that has been increased in size for easier identification. The
abstract avatars communicate the position and orientation
of the user through placement and shape as well as the
users’ identities through their color. The scale factor of the
overview-WIM in our implementation was 0.01, which led
to a WIM size of around 1.2 m.

In our implementation, the overview-WIM can be
opened with the controller’s menu button (see Figure 6,
left). If users decide that they want to further engage with
another teammate or if they have entered the overview phase
with the intention to consult another user, they can request
a check-in with this user by selecting their avatar within the
miniature representation of the virtual environment using a
raycast. Selecting their own avatar signals that they are in
need of assistance and should be contacted by one of the
other users, who in turn are prompted to open their WIM
to start further interaction. As an alternative to the selection
on the WIM, users can also be provided with flat virtual
buttons attached to the WIM in order to request check-ins
or ask for assistance.
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Fig. 6. Our implementation of the different phases of user collaboration in spatially distributed virtual reality. From left to right: A user gets an
overview of the virtual environment in the form of a world in miniature (WIM), checks in with their partner, receives a placement suggestion for a
long-distance teleport, and joins their partner for face-to-face collaboration.

4.2 Check-In
In our implementation, the forming mechanism for the
check-in requires the consent of the other user. Using the
metaphor of receiving a phone call, a user who is requested
for a check-in will be alerted by their controller rumbling and
can decide to accept or refuse the request using controller
buttons. On acceptance of the check-in, the WIM seen by
the visiting user will zoom in while simultaneously being
centered around the partner’s position (see Figure 6, center-
left). The zoom facor of the check-in WIM in our implemen-
tation was set to 7, resulting in an overall scale factor of 0.07.
After this transition, the visiting partner will see a miniature
representation of the hosting user’s avatar as well as all of
their surroundings within a 5m distance in the environment,
which corresponds to a radius of 35cm on the newly scaled
WIM representation. They will also be able to see a 2D first-
person view of their partner’s current viewing perspective
in the virtual space. This selection of features represents
two communication methods often seen in related work
on asymmetric collaboration, where virtual clones of the
user’s environment, as well as viewpoint sharing, are often
utilized to assist teams [19], [43], [57], allowing us to explore
the use of both viewing modes in our study. Should users
wish to fully leave their current location based on what they
saw in the preview, they can join their partner for face-to-
face interaction. For this, they have to prepare a visit to the
other user by either selecting a target location on the WIM
or requesting their partner to suggest a target for them in
the environment. Otherwise, they can simply return to their
previous work by ending the call.

4.3 Visit
A visit to another user’s position requires a long-distance
teleport by the visiting user. In the following, we will
describe our chosen implementation for each of the phases
of teleportation.

4.3.1 Target Selection
In our work, we focus on a comparison of two user-driven
approaches for target selection, which we call WIM place-
ment and local placement, respectively. In summary, these
approaches differ in the collaborator responsible for select-
ing the target position (visiting versus hosting user) and
the medium that is used for accomplishing this task (WIM

versus immediate surroundings). This introduces a trade-
off between a potential heightened placement accuracy
for local placement due to the increased size of the target
environment compared to WIM placement and a potential
overhead introduced by distributing control between two
collaborators. Our study described in Section 5 therefore
put an explicit emphasis on a more detailed comparison of
these two placement methods. For a valid comparison, both
techniques used similar specification workflows inspired by
the anchored teleportation method by Bimberg et al. [61].
The operating user first selects a target position within the
corresponding medium using a parabolic pick ray, locks this
position by button press, and then moves the pick ray away
from the locked position into the desired viewing direction.

During a check-in, users can choose their preferred
placement technique by either selecting the floor of the
virtual environment to place themselves or the avatar of the
other user to ask them to suggest a placement. In addition,
the two placement techniques can be activated by utilizing
corresponding virtual buttons that can be shown on the side
of the preview window. Any currently activated placement
technique (either WIM or local placement) is operated using
the bottom quadrant of the touchpad. Here, the placement
ray is activated by touching the assigned area, the selected
position is confirmed by pressing down on the button and
the subsequent rotation specification is confirmed when
letting go of the touchpad.

4.3.2 Pre-Travel Information

While specifying a teleportation target using the parabolic
pick ray with either technique, a ghost avatar is displayed
to communicate the currently selected position and orien-
tation. For improved mutual comprehensibility, a synchro-
nized copy of this avatar is presented both on the WIM
and in the real environment (see Figure 7). The idea of
suggesting a target position by placing a copy of another
user’s avatar has already been used in the collaborative
design environment described by Xia et al., but it was never
evaluated explicitly [7]. In our work, the ghost avatar in the
WIM is used together with a preview window, communicat-
ing the user’s future view onto the target environment (see
Figure 6, center-right).
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4.3.3 Transition
The transition to the target position is done once the vis-
iting user confirms their travel destination by selecting the
preview window with their controller or selecting a confir-
mation button next to the window. Since the long-distance
teleport represents a complete cut from the previous point
of view, we decided on a fade-to-black transition to pre-
vent unpleasant feelings introduced by abrupt viewpoint
changes [59].

4.3.4 Post-Travel Feedback
Since the visiting user will be able to engage with their local
partner upon arrival, we decided against adding explicit
post-travel feedback at the target position. We do, however,
leave a ghost avatar of the visiting user at their original
position and on the WIM representation to communicate to
other users in the scene that they could return there after
their visit.

4.4 Join or Return
In our implementation, the return option can be activated
by opening the overview WIM again and selecting the
representation of the ghost avatar at the previous location.
Users are then shown a preview window of their point of
view at the previous position and are teleported back on
confirmation. Instead of returning after a visit, users can also
join their partner at the target location permanently and re-
sume working from there. This might happen because their
work at the previous location is done or because the task
calls for more extensive joint collaboration. For the joining
mechanism, we have implemented an automatic, distance-
based approach, where the ghost avatars and therefore the
return options are deactivated once the corresponding user
leaves a marked radius of 10m around the position that they
were teleported to.

5 COMPARISON OF WIM PLACEMENT AND LOCAL
PLACEMENT

In order to evaluate our proposed stages of distributed
group work within a collaborative setting, we invited 32
participants, who where asked to sign up in groups of two.
They were asked to complete two distinct tasks, which were
developed with a focus on different parts of our system. The
first task, discussed in this section, focused on the compar-
ison of two different long-distance teleport metaphors. The
second task, discussed in section 6 is focused on an exem-
plary evaluation of all implemented phases of collaboration.

During all phases of the study, users were divided into
two different tracking spaces located in the same room and
could thus talk to each other directly at all times. This
decision had to be made in order to be able to keep hygiene
and safety protocols in place with only one experimenter
present, and we did not feel like the resulting spatial audio
mismatch during conversations would negatively affect our
abilities to address our research questions. During the study,
each user was equipped with an HTC Vive Pro headset,
which was connected to a dedicated workstation running
the Unity application through a wireless module, and one
pro controller. Over the course of the study, participants

Check-In Target Selec�on Poin�ng Blind Poin�ng Seeing

Local

WIM

Fig. 7. Procedure diagram of a single trial in the first study task. Teams
start in the check-in phase and have to select a pre-defined target with
either the WIM or the local placement technique. Upon confirmation,
a teleport to the selected target is triggered, where users are asked to
solve a spatial orientation task – first without and then with seeing the
surroundings.

where always able to hear each other clearly without having
to raise their voices.

All study tasks took place in the same virtual envi-
ronment, which can be seen in Figure 9. To match the
low-poly environment and to keep the avatars inclusive
without having to add a character customization phase to
the study, users were represented as simple avatars consist-
ing of a robot head, shirt, and tracked controllers. Users
were assigned either the orange or the blue version of this
robot avatar. The assignment of corresponding colors within
the team was done randomly and defined the sub-tasks
each user was responsible for during the study procedure
described in Section 5.2.

5.1 Study Design
Our first study task was developed to compare the use of
the two placement variants described in Section 4.3. Our
comparison is based on the discussed trade-off between the
added organizational overhead and the potential increase in
performance. In addition, we wanted to evaluate the suit-
ability of our chosen travel preview mechanisms for long-
distance teleportation. This leads to the following specific
questions to investigate in detail:

RQ1.1 What are the advantages and disadvantages of the
two target selection methods for preparing a long-distance
teleportation to a collaborator?
RQ1.2 How does the choice of placement method influence
the task load that the visiting and hosting user experience?
RQ1.3 Do the suggested travel preview mechanisms and
preview features enable users to orient themselves at their
new position after a long-distance teleport?

5.1.1 Task Design
To study the use of the two placement techniques in isola-
tion, we omitted the overview,join and return features in the
first study task, which leaves the features of the check-in and
visit phase to be investigated in detail. Thus, each sub-task
during the study started in the check-in phase, was followed
by a target selection and teleportation, and was concluded
by a spatial orientation task at the teleport target. A general
task item consisted of two location markers, one where
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the hosting user was spawned and one where the visiting
user should teleport to (see Figure 7). The markers were
arranged in one of four selected formations that are typical
for joint work, namely side-by-side, face-to-face, facing each
other across an object of interest, and L-shaped [53]. In
addition, each target location contained a pink flamingo
geometry that was used for the visitor’s spatial orientation
task. Overall, there was one set of four tasks used for the
tutorial and four sets of eight tasks used during the recorded
trials. Each of the task sets contained the same number of
each target formation. In more detail, the task phases, which
can be seen in Figure 7, looked as follows:

1. Check-In Phase: Both users are automatically placed
at their starting positions. A WIM in the check-in state is
opened directly in front of the visitor, who then is asked
to position themselves in such a way that they can see the
environment and the pointing target well and start the target
selection phase.
2a. WIM Placement: The visitor uses the target selection
technique on the WIM to place their miniature avatar at
the target position and direction as indicated by circular
geometries in the WIM.
2b. Local Placement: The hosting user gets alerted via
controller vibration that the visitor has started the target
selection process. They then place a ghost avatar of their
partner into the suggested target position and rotation to
suggest a teleportation target.
3. Target Confirmation: When the visitor is satisfied with
the placement and has prepared for the orientation task,
they can confirm it, which will automatically trigger the next
task phase.
4. Orientation Task Blind: After the visiting user triggers
the teleport, both users are transported into a featureless
room. There, the visiting user is asked to point in the
direction where they expect the previously seen flamingo
geometry to appear after the teleport to test their spatial
awareness of the target environment. At the same time,
the hosting user is asked to point in the direction where
the visiting user will appear after teleporting to test their
awareness of the visitor’s future location. Blindly pointing
at the estimated location of a target object is a common task
to evaluate spatial orientation [62]–[64].
5. Orientation Task Seeing: Directly after logging their
pointing direction via the trigger button, both users are
placed back in the virtual environment, with the visiting
user having arrived at the previously selected target. There,
they repeat the previous pointing task while seeing their
goal objects to provide a baseline. After both users have
logged their pointing direction in the seeing orientation task,
the next task item gets activated.

5.1.2 Measures
During each trial, we recorded the placement and rotation
specification errors made during each step as well as the
users’ pointing errors in the orientation tasks. After com-
pleting all tasks with one of the techniques, users were
asked to answer a questionnaire. Here, their well-being
was measured using a single-item discomfort score (“On
a scale from 0-10, 0 being how you felt coming in, 10 is that

you want to stop, where are you now?”) [65], [66]. After
this, users filled in the Raw TLX to report the task load
they experienced when fulfilling the role of the visiting and
hosting user, respectively [67], [68]. After having completed
both conditions, users were additionally asked to choose a
favorite out of the two techniques that they had tested and
to explain their preference.

5.1.3 Hypotheses

According to our intentions when designing both placement
techniques as well as the research questions named at the
beginning of this section, we have derived hypotheses con-
cerning the results of our user study. We expect the local
placement to be easier for the users since they are operating
the placement techniques at 1:1 as opposed to a miniature
scale. We, therefore, formulated the following hypotheses
concerning the user performance with each placement tech-
nique, which was the focus of RQ1.1:

H1.1 Users’ position selection will be more precise in the
local than in the WIM placement technique.
H1.2 Users’ rotation selection will be more precise in the
local than in the WIM placement technique.
Addressing RQ 1.2, we expected the task loads experienced
by our users to reflect the amount of effort that they had to
invest in each of the placement tasks, depending on which
user had to perform the placement:
H2.1 The visiting user will experience a higher task load
with the WIM placement technique than with the local place-
ment technique.
H2.2 The hosting user will experience a higher task load
with the local placement technique than with the WIM place-
ment technique.
H2.3 The task load experienced by the hosting user in
the local placement technique will be lower than the task
load experienced by the visiting user in the WIM placement
technique.
Since our system does feature several travel preview mecha-
nisms, we expected our users to be able to orient themselves
at the target position, regardless of the technique that was
used during the target selection phase. Addressing RQ 1.3
thus brings us to the following hypotheses regarding the
pointing precision of our users after a long-distance teleport
location has been confirmed by the visiting user:

H3.1 There will not be a difference in the blind pointing
accuracy of the visitor between the placement techniques
H3.2 There will not be a difference in the blind pointing
accuracy of the hosting user between the placement tech-
niques

5.2 Study Procedure

After the study was approved by our ethics board, par-
ticipants were recruited via internal mailing lists as well
as the digital notice boards of our town’s universities. All
participants received an expense allowance of 15 Euros for
their participation in the study. Upon arrival in our labora-
tory, users were given some information about the general
purpose of the study and filled out an informed consent
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form. After giving their consent and asking any additional
questions, users were randomly assigned either to the role
of the orange or the blue user. They were then shown a
video introducing the first study task and the method that
they would use for their first trial round. To avoid order
or task effects, the local and WIM placement methods were
presented to the users in a counter-balanced order while
the overall task order remained the same. After having
gained a first impression of the task, users were helped
with putting on their HMD and allowed to familiarize
themselves with the single-user navigation technique and
the virtual environment. They were then guided through
four tutorial tasks with the blue user fulfilling the role of
the visitor and the orange user fulfilling the role of the host
before completing eight recorded tasks for which they did
not receive any further guidance. After the first round of
recorded tasks, the roles were swapped and the users under-
went another four tutorials and eight recorded tasks. After
completing the tasks with each participant fulfilling both
roles, participants filled out an intermediate questionnaire
and had the option to take a break before repeating the
procedure with the second placement method. After filling
out the final questionnaire for the first study task, users
moved on to the second study task, described in Section
6.

5.3 Study Results
Overall, our sample consisted of 32 participants (13 female,
19 male) between the ages of 20 and 54 (M = 27.5, σ = 7.3).
When asked about their experience with VR and HMDs,
5 reported to be first-time users, 18 had used them a few
times, 6 several times, and 3 regularly. 12 users reported
playing 3D video games never or seldomly while the re-
maining 20 were playing regularly or several times a week.

Based on our hypotheses, we analyzed our data us-
ing IBM SPSS Statistics. If both data series of a compari-
son were approximately normally distributed as indicated
by a non-significant Shapiro-Wilk test, we conducted a
paired-sampled t-test. In the case of non-normality, the
non-parametric Wilcoxon signed-rank test was performed
instead. For both tests, we also computed the effect size
r and applied the threshold values introduced by Cohen
to identify small (r > 0.1), medium (r > 0.3), and large
(r > 0.5) effect sizes [69]. For the remaining variables with-
out corresponding hypotheses, only descriptive analyses
were performed. In addition to the measures defined by our
hypotheses, we recorded some exploratory data, of which
we will present a descriptive evaluation.

5.3.1 Placement Accuracy
The distribution of position and angular placement accuracy
scores is visualized in Figure 8 (left). The mean position
placement accuracy scores were not normally distributed
for local placement (W (32) = 0.639, p < 0.001). The re-
sults of the Wilcoxon signed-rank test indicated that the
central tendencies of WIM placement (Med = 0.132m) and
local placement (Med = 0.050m) were significantly different
(z = 4.619, p < 0.001, r = 0.820). This supports H1.1 with
a large effect size.

The mean angular placement accuracy scores were not
normally distributed for both placement methods (both
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Fig. 8. Boxplots illustrating the distribution of position and angular
placement accuracy for both placement methods (left) as well as the
distribution of task load scores for both placement methods and user
roles (right).

W (32) < 0.901, p < 0.007). The results of the Wilcoxon
signed-rank test indicated that the central tendencies of
WIM placement (Med = 4.974◦) and local placement (Med =
2.763◦) were significantly different (z = 3.815, p < 0.001,
r = 0.674). This supports H1.2 with a large effect size.

5.3.2 Task Load
The distribution of task load scores is visualized in Figure 8
(right). The mean task load scores of the visiting user
were approximately normally distributed for both place-
ment methods (both W (32) > 0.944, p > 0.100). The results
of the paired-samples t-test indicated that the means of WIM
placement (M = 33.333) and local placement (M = 25.339)
were significantly different (t(31) = 2.474, p = 0.019,
r = 0.406). This supports H2.1 with a medium effect size.

The mean task load scores of the hosting user were
not normally distributed for both placement methods (both
W (32) < 0.919, p < 0.020). The results of the Wilcoxon
signed-rank test indicated that the central tendencies of
WIM placement (Med = 4.167) and local placement (Med =
8.750) did not differ significantly (z = 1.721, p = 0.085,
r = 0.304). We therefore cannot confirm H2.2.

Since the mean task load scores of the hosting user
were not normally distributed, another Wilcoxon signed-
rank test was performed for the comparison of task loads
when executing the user placement. The results indicated
that the central tendencies of the hosting user operating local
placement (Med = 8.750) and the visiting user operating
WIM placement (Med = 33.333) were significantly different
(z = 4.573, p < 0.001, r = 0.808). This supports H2.3 with
a large effect size.

5.3.3 Spatial Awareness
The mean blind pointing accuracy scores of the visiting user
were not normally distributed for both placement methods
(both W (32) > 0.785, p < 0.006). The results of the
Wilcoxon signed-rank test indicated that the central tenden-
cies of WIM placement (Med = 15.934◦) and local placement
(Med = 19.292◦) did not differ significantly (z = 0.879,
p = 0.379, r = 0.067). While the absence of a significant
effect does not automatically indicate that the opposite



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 11

is true, the strongly overlapping 95% confidence intervals
around the median (WIM placement: [14.273◦, 20.448◦], local
placement: [12.853◦, 26.296◦]) provide initial indications to
support H3.1.

The mean blind pointing accuracy scores of the hosting
user were not normally distributed for both placement
methods (both W (32) < 0.893, p < 0.004). The results of the
Wilcoxon signed-rank test indicated that the central tenden-
cies of WIM placement (Med = 2.208◦) and local placement
(Med = 2.814◦) did not differ significantly (z = 0.841,
p = 0.400, r = 0.149). As before, the strongly overlap-
ping 95% confidence intervals around the median ( WIM
placement: [1.682◦, 2.954◦], local placement: [1.804◦, 3.459◦])
provide initial indications to support H3.2 nonetheless.

Since we did not have any hypotheses concerning the
seeing-pointing score and were mostly interested in the
overall precision our users achieved here, we only looked
at the descriptive data for this task phase. The mean seeing
pointing accuracy scores using WIM placement were 3.356◦

(σ = 2.135◦) for the visiting user and 2.846◦ (σ = 1.055◦)
for the hosting user. For the local placement method, these
values were 2.887◦ (σ = 1.417◦) for the visiting user and
2.784◦ (σ = 1.060◦) for the hosting user.

The mean seeing pointing duration using WIM placement
was 1.732s (σ = 0.922s) for the visiting user and 1.469s (σ =
1.340s) for the hosting user. For the local placement method,
these values were 1.629s (σ = 0.448s) for the visiting user
and 1.674s (σ = 1.150s) for the hosting user.

5.3.4 Discomfort (Descriptive Only)
The discomfort scores were generally very low and therefore
did not show any difference trends based on the placement
technique and user role. Among all 64 scores measured in
the study, 53 (90.6%) fell into the low-end range between
0 and 2. 10 (15.6%) more observations were located in the
following range between 3 and 5, all of which were recorded
in the WIM placement condition. A single outlier reported
a score of 9 in the WIM placement condition. On further
inquiry by the experimenter, they reported that this was not
due to simulator sickness but due to them being worried
about their performance with the technique and that they
wished to continue with the study nonetheless. After the
second study condition, where they were presented with
the local placement method, the same user reported a score
of 0.

5.3.5 Technique Preferences (Descriptive Only)
As the visiting user, 18 participants preferred using the local
placement, and 16 preferred using the WIM placement. The
most given reason for preferring the WIM placement, named
by 8 users, was the feeling that they could orient themselves
at the target more easily when specifying their own target
position. Five users reported that they liked the increased
control or responsibility they had with this technique. Other
reasons given by one user each were the enjoyment of the in-
creased interaction with the system, the increased challenge,
and that they felt that they were more precise with this
technique. The most named reasons for preferring the local
placement were users feeling more precise or confident using
the technique (12 mentions) with two users mentioning that
the local user had a better estimate of the target region,

seeing it true to size. Five users liked that the visitor could
concentrate on other tasks during the target selection and
four users felt that they had a better orientation at the target
position during local placement. Other reasons named were
that users found the technique more pleasant (2), felt more
confident (1), and were faster (1).

When fulfilling the role of the hosting user, 25 users
preferred the local placement and only 7 the WIM place-
ment. Reasons given for preferring the WIM placement were
the reduced dependency on the other player (3), and that
they felt that it made their task more relaxing (3) or less
complicated (1). Two users who picked the WIM placement
technique also mentioned that they felt mostly neutral about
the technique used as the hosting user. The main reason that
users preferred the local placement technique as the hosting
user was the increased engagement (14) and teamwork (4).
Furthermore, twelve users reported that they were able to
use the technique easily, with five users specifying that they
were happy to support their team partner with an accurate
placement. Four users mentioned that it was easier for them
to know where their partner would arrive after placement
and three users simply mentioned that they had more fun
using the technique.

6 EVALUATION OF THE IMPLEMENTED INTERAC-
TION SYSTEM

6.1 Study Design

While the first study task consisted of a mainly quantita-
tive evaluation of the target planning techniques for long-
distance teleportation, the second study task was planned to
evaluate the overall concept behind our interaction system
as well as the specific features chosen for the different
phases of collaboration introduced in our framework. Since
both study tasks were completed in one sitting, information
about the overall study environment as well as the partic-
ipant sample can be found in Section 5. In particular, we
intended to evaluate the overall usability of our current
system and identify possible improvements by asking the
following research questions:

RQ2.1 Does our developed interaction system enable user
groups to change between phases of tightly- and loosely-
coupled collaboration while being distributed across the
virtual environment?
RQ2.2 Are the suggested interface elements chosen appro-
priately to support the different stages of interaction?
RQ2.3 Are there features that are missing from our system
that could further improve flexible user interaction during
collaboration?

6.1.1 Task Design
To tackle these research questions, we chose a simplified
scenario of two experts working on separate tasks within the
virtual environment who have to consult with each other
at some key points of their work. The study once again
included the suggested button interface. Due to there only
being two users we omitted the step of having to manually
select the other user on the WIM as well as the ”Join” option
after the visit phase.
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Fig. 9. Overview of the second study task. The left image shows the
study environment with the routes that the blue and orange users com-
pleted. Along the routes, users found maintenance tasks meant either
for one (single-color circles) or both (two-color circles) team members.
The right side shows two of these maintenance tasks in detail, one from
the perspective of the orange user (top) and one from the perspective of
the blue user (bottom).

To avoid introducing our users to additional tasks or
complex expert knowledge on top of trying out our system,
we decided to use different semantic views of the virtual
environment to simulate varying expertise. When immersed
in the virtual environment, each user was shown a separate
route that connected a series of different waypoints to be
navigated to. Each of these waypoints contained a simplified
maintenance task, consisting of pressing a button in the
respective user color (orange or blue) to change it from
dimmed to glowing. The routes that were shown to each
user led away from each other in the virtual environment
and did not overlap to encourage the use of virtual commu-
nication and travel techniques within the study. To represent
both users having different areas of expertise, users were
not able to see each other’s routes. In addition, users could
only see the current status of their own respective buttons.
Buttons that had to be operated by the other user always
appeared grey such that a user was not able to judge if
they required any interference from their partner. On a
route, some waypoints required a user to press one button
in their color (indicated by single-color circles in Figure
9) and could therefore be solved alone. Other waypoints
featured one button of each color (indicated by two-colored
circles in Figure 9) and therefore required consultation by
the remote collaborator. Upon arriving at such a waypoint,
users alerted their team member, who could then use the
check-in stage to determine if their button was in the correct
state. Depending on their assessment, they could initiate
a visit or inform their partner that no further action was
required. In contrast to the previous study, visiting users
could choose between both placement options for each visit
by selecting the respective menu option. Once they had
fulfilled a practice task, users were presented with the study
task shown in Figure 9 that consisted of nine-way points for
each route, of which four contained one button for each user.

6.1.2 Measures
The main purpose of this more open task was to test out
the developed system’s features and to gather feedback on
whether participants found it useful and what could be

improved for future uses of a similar system. Therefore, we
encouraged participants to form an opinion of the presented
interaction techniques in the system while we observed
them working on the joint task. After completing the task,
both team members were given digital questionnaires about
their experiences which they filled in at individual worksta-
tions.

In the questionnaires, they were asked to rate the indi-
vidual features of our system on a seven-point scale from
very disturbing (1) to very useful (7). In addition, they were
asked if there were any further features that would have
helped them during their use of the system. Users were also
asked which of the two offered placement techniques was
used by their group for the completion of this more open
task and to rate their ability to continue with their own
work after returning from a visit to the other user. To further
supplement the data gathered with the questionnaires, the
experimenter noted down any comments made by partici-
pants during the task. Since the second task’s purpose was
to gain an initial impression of the use of our proposed
stages of collaboration, we did not formulate any concrete
hypotheses.

6.2 Study Procedure

After completing the first study task as described in Section
5 and taking a break, our user groups were introduced to the
second study task using a short video of the technique and
task scenario. They then had the opportunity to try out the
system in a tutorial task consisting of two way-points which
both contained two inactivated buttons, such that each user
had to undergo all stages of collaboration for the task to be
solved. After indicating that they understood the task, users
moved on to the recorded route task shown in Figure 9.
After the task was completed successfully, users moved on
to the last set of questionnaires ending with the collection of
some demographic data. Before leaving, users received their
expense allowance and were debriefed appropriately.

6.3 Study Results

Overall, all 16 teams were able to successfully solve the
given task while using the presented techniques to split
up during their work in the environment and consult each
other when needed before returning to their individual sub-
tasks. Since the second study task had a more exploratory
character without formulated hypotheses, our analysis of
the resulting data will remain descriptive and focus on
the feedback users gave on our collaboration methods via
the questionnaires after their joint interaction in the virtual
space as well as their intermediate comments to the experi-
menter and to each other during the study task.

6.3.1 Chosen Placement Method
Out of the 16 groups, 13 reported that they used both
placement techniques during the task, two groups exclu-
sively used the local placement technique and one group only
used the WIM placement technique. When asked for their
reasoning for using both techniques, 4 users answered that
this was due to different preferences within the group. The
remaining 22 users reported that they wanted to try out both
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Fig. 10. Top: Boxplots illustrating the distributions of feature ratings from
1 (very disturbing) through 4 (neither disturbing nor useful) to 7 (very
helpful). Bottom: List of abbreviations of the surveyed features.

techniques again. Out of the users who gave further expla-
nations, 7 concluded that they preferred the local placement
technique overall, 3 preferred the WIM placement technique
and 4 users preferred switching between techniques for
variance or depending on the current task situation. The two
groups who exclusively used the local placement technique
explained their choice with the technique feeling more co-
operative and precise while the group who exclusively used
the WIM placement technique found it easier to choose their
own target position.

6.3.2 Feature Ratings and User Suggestions

The obtained rating scores regarding the features of our
system are shown in Figure 10. The five features regarding
the overview phase all received a favorable median score of
6/7. The most and least appreciated features as indicated
by the data ranges without outliers were the opportunity
to contact the other user (O4) and the opportunity to ask
the other user for contact (O5), respectively. When asked for
features that they missed or changes that they wanted to be
made in the overview stage, two users mentioned wanting
a shortcut for the calling functionality, especially for asking
the other user to call them. Another feature mentioned was
the setting of target suggestions at points of interest that can
be used by team members later without direct interaction.

The median scores of the five features available during
the check-in and target selection stage were also entirely
located at 6. Here, the option to actually travel to the
other user (C5) was rated best while having the option of
activating the WIM- and local placement methods (C3, C4)
were most controversial depending on user preference.

The three visit features also showed median scores of
6, with the WIM and ghost avatar (V1) being rated most
favorably and the ghost avatar at the target location (V3)
being rated most controversially. When asked about missing
features to the check-in and target selection phases, one user
mentioned that they would have liked more awareness cues
for the hosting user during calls. Further suggestions were
to be able to tilt the WIM for a better view and to add facial
expressions to the avatars.

Finally, the option to return to the previous position
(R1) received the overall highest median score of 7 with
only a single outlier at 3. However, the visualization of the
previous position on the WIM (R2) as well as the preview
window of the corresponding view (R3) only achieved me-
dians of 5 with scores ranging down to 2 and 3, respectively.
With respect to missing features, users mentioned that they
would have liked a button to directly activate the return to
their previous position without activating the target preview
first. One user suggested leaving a beacon at the original
location to help with task continuation and another user
asked for the option to take their partner along when
traveling back to their original position, for cases where both
users needed the other’s help.

7 DISCUSSION OF USER STUDY RESULTS

7.1 Comparison of Placement Techniques

Overall, the results of our quantitative comparison of the
two placement techniques fulfilled our expectations, show-
ing that a transfer of the target selection responsibility to
the local user led to an increase in precision, a decrease
in task load for the visiting user, and an overall decrease
in the maximum task load experienced within the team.
These qualities were reflected in the feedback of users who
preferred the local placement technique with precision and
ease of use being mentioned repeatedly. Furthermore, no
significant difference was found between the task load of
the hosting user when placing the visiting user and when
waiting for the visiting user to place themselves. While this
does not prove the absence of a difference, it provides some
further indication for the ease of use of the local placement
method.

One concern of ours going into the study had been that
the distribution of control introduced by the local placement
method would result in bothersome overheads that might
irritate or distract both collaborators. Interestingly, enjoy-
ment of the interaction with their partner was repeatedly
mentioned when asked for hosting user’s preference, with
only a few users being content to relax or not wanting to
take responsibility for their partner’s placement. While a
large majority of users preferred the local placement tech-
nique as the hosting user, preferences were more split from
the perspective of the visiting user. Although the data did
not show an overall advantage for one of the two techniques
in terms of pointing accuracy at the target, both had some
users who felt that they had a better spatial orientation
during their use. Apart from this aspect, opinions were
mainly split between users wanting to retain full control
and users who were happy to defer the placement to their
partner. Some users felt that the distribution of control led
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to better results and enjoyed the interaction with their part-
ner from both perspectives. Others liked being in control
over their own performance or wanted to interact with the
system as much as possible. When looking at the second
study phase, where groups could choose how to select their
teleport target, nearly all of them used both of the placement
techniques. Some users arrived at a preference for one of the
two and others enjoyed the freedom to choose depending
on their current situation. Given this split in preferences,
we recommend offering both placement techniques in the
context of free collaboration between equal partners and
letting users choose depending on their current needs and
preferences.

7.2 Feature Ratings and User Suggestions
Looking at the implemented system, all of our interface
features received positive evaluations from a majority of the
participants. This suggests an overall benefit of the offered
phases of collaborative interaction in our two-user scenario.
These results are also supported by the fact that user groups
with varying levels of experience in VR were able to use the
system to collaborate with each other and to solve the given
study task after a short introduction phase. In the following
sections, we will discuss the user feedback we received for
each stage and devise recommendations on how to improve
our system for the use in collaborative virtual environments.

7.2.1 Overview
In the overview stage, users were most convinced by the
ability to call other users and least convinced by the ability
to request a call. This might be due to the fact that our rather
simple task did not require a lot of engagement outside
of exchanging information with the other user, making the
double confirmation obsolete. In addition, some of the user
groups just talked to each other instead of requesting a call,
since there were no other people to disturb in the shared
space. Since this might change with more involved tasks
and larger user groups who might not uphold a constant
audio connection, we would still suggest not completely
discarding this feature. Nevertheless, larger groups might
benefit from being able to manage a form of call etiquette by
changing their status between being readily available to talk,
wanting to be asked first, and blocking external distractions.

7.2.2 Check-In and Travel Preparation
While the features provided to the visiting user during the
check-in stage were generally well received, some users
missed further feedback for the hosting user during this
stage, who was only alerted that a call was going on but
did not know exactly what the other user was seeing on
the WIM. To resolve this problem, different approaches
from related work on asymmetric collaboration could be
employed, ranging from subtle awareness cues indicating
the collaborator’s field of view to more explicit collaboration
mechanisms [58]. Since the ghost avatar at the target loca-
tion felt erratic to some hosting users when used to reflect
the visitor’s target selection with the WIM placement tech-
nique, future implementations of the system should con-
sider smoothing these movements. This same consideration
should also be made for any added asymmetrical feedback

mechanism. One idea that was mentioned by a few users
was the option to prepare teleport goals that could be used
by their partner at a later time. This might be an interesting
approach towards combining the spatial flexibility offered
by our current system with ways to support asynchronous
interaction.

7.2.3 Return
Overall, the option to return to one’s target location was the
most positively rated feature while simultaneously having
the worst ratings for the corresponding interface elements.
Since some users suggested adding a shortcut for this op-
tion, we believe that the level of complexity offered by our
system was not needed for the given study task. In general,
our users reported that they had no problems continuing
with their tasks after returning to the previous location.
Nevertheless, two users mentioned that they would have
liked post-travel feedback at the return target. A combina-
tion of a return shortcut with post-travel feedback to ease
orientation at the previous position might be an alternative
to the current return process. Finally, some users also sug-
gested that they would have liked the option to take their
partner along during a return teleportation. This would be
an interesting way to combine the spatial flexibility given by
our system with the ability of group navigation techniques
to continue tightly coupled collaboration while exploring a
virtual environment together.

8 DISCUSSION OF POTENTIAL USAGE SCENARIOS

As discussed in Section 3, the concrete implementation of
the suggested stages of collaboration and the connected
challenges are largely use-case dependent. We therefore
want to explore additional requirements that result from
two example use cases. To do this, we will first discuss the
interaction of visitors in museums and digital heritage sites
as an example where users in the same role but with differ-
ent interests and goals experience a shared space. Second,
we will discuss the scenario of a teacher or instructor in the
context of education and training to explore the potential
influence of special user roles on the framework.

8.1 Visitors in Museums and Digital Heritage Sites

Our first use-case from related work that presents many
interesting challenges for the support of different forms
of collaboration is the exploration of virtual museums and
digital heritage sites through visitor groups. Users of such
exhibition spaces can follow different approaches regarding
their use of the exhibits, depending on their character,
company, and the size of the virtual space [70] and can
be introduced to content and ideas through exploration,
presentations, and interactive challenges [71].

In such a context, the overview phase could help users
find interesting exhibits by identifying where clusters are
forming in the virtual space. In addition, the overview might
display information on the current availability of others.
If users find an especially interesting exhibit or want to
help other users, they can initiate a Check-In to see if some-
thing discovered by them is interesting and new enough
to someone else to warrant a face-to-face exchange. If this
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is the case, a Visit presents the opportunity to engage with
other users at the target location, taking a closer look at
an interesting exhibit or engaging with an interactive part
of the exhibition together. Based on our study results, we
would recommend letting the users themselves choose their
preferred placement method for the necessary long-distance
teleport, depending on each interacting partner’s comfort
level with VR technology and need for independence. Sim-
ilar to the Join and Return differentiation proposed in our
framework, it should be made clear if a user is expected to
return to their original position in the near future and is not
expected to join their partner for a longer period. If this is the
case, other users might refrain from changing an interactive
exhibit or wait for the other person to return if they want to
engage with something together. If users decide for joining
a longer activity at the location they are visiting, they still
might be allowed to retain several return points, but they
should not block other users’ views of the exhibits with life-
sized preview avatars.

Interesting additional challenges in the museum space
lie in managing how much information different users want
to receive from others in the virtual space during different
phases of collaboration. Users who arrive together with
others might be mainly interested in a certain sub-group
of people that they already know. Some users who are
exploring alone might prefer to keep to themselves without
engaging others much but still want to see other users’
activities in some way, to orient themselves, and to become
aware of points of interest. On the other end of the spectrum,
users might want to find new people who share their inter-
ests or to do activities together. Each of these preferences,
which might even change throughout the exhibition, calls
for different interaction patterns to support them. Another
topic that could be promising to explore in this context is the
inclusion of asynchronous collaboration metaphors. Similar
to the different phases of interaction proposed, previous
users’ activities could be integrated into an overview of the
space, or people could actively leave notes, drawn hints, or
even recordings of themselves (as seen in [72]) in locations
of interest that could be engaged with similar to a Check-In
or Visit.

8.2 Instructors in Education and Training

In the previous scenario, we assume users to have different
wishes or interests, but broadly the same task (exploring the
space in a way that benefits them best) and role (one visitor
of a virtual space). In contrast to this, applications used for
teaching and training often feature a group of learners being
managed by one or more people who might need different
mechanisms to support them in overseeing and managing
activities [73]. While the students themselves might use the
system in a similar way to the museum visitors that were
discussed previously, we want to highlight the differences
in use that might exist for someone in the instructor role.

Here, the overview stage might be used primarily to
gauge the overall activities of the students and not to select
one’s independent activity and task. Instructors might use
this overview to decide who needs help or closer supervi-
sion or simply when to end a shared activity. Here, activity
indicators that could be easily collected by the system such

as showing people as talking, interacting, or idle might be
especially useful. Check-ins could, as usual, be an opportu-
nity to answer smaller questions by any of the students,
but could also be used for teachers making rounds during
an activity or wanting to check in on a group based on their
previously observed activities. One interesting question here
is finding appropriate agreement mechanisms for a check-in
based on the target group. Visits could be used for interme-
diate presentations or more extensive help on a problem that
students have. While the basic Join or Return logic might not
make the most sense for a supervisor without their active
working place, awareness mechanisms about their current
availability might still be needed for students waiting for
help.

Interesting additions to the scenario might be the cre-
ation of mechanisms to gather all or sub-groups of students
at one group’s location or in a shared new environment
to present results to each other or to start new activities.
In addition, specific support measures and communication
rules for different activities such as individual work, sepa-
rate groups, or exchanges between the whole class could be
implemented.

9 CONCLUSION AND FUTURE WORK

Building on solutions from related work on supporting col-
laboration, we presented users with a system which directly
supports different phases between tightly- and loosely-
coupled collaboration. Our work shows that VR users can
benefit from and enjoy using an interface which directly
supports their fluent transition between these phases. Fur-
thermore, our comparison of virtual placement techniques
demonstrated that the distribution of task responsibility
based on current user status can improve team performance
and reduce mental load induced by long-distance teleporta-
tion.

The feedback gathered in our user study also inspired
some interesting approaches for future work like the use
of group navigation techniques in combination with our
system or the support of asynchronous collaboration for
further flexibility. Other areas that are still left to explore
are the specific support of different user roles with different
responsibilities and the adaptation of the suggested sys-
tem to different environments and tasks. Finally, the most
interesting challenge for future work lies in the further
investigation of the proposed phases of collaboration by
extending the presented system for the use by larger teams
and in different usage contexts like the ones described in
Section 8.

Overall, we believe that collaboration in social VR has
yet to reach its full potential. Going beyond the limita-
tions imposed by the real world, the concepts presented
in traditional CSCW research provide us with interesting
inspirations for novel VR adaptations, which shows great
promise to further shape the way in which VR users can
collaborate over large virtual and physical distances.
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