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Figure 1: A user creates reactive behavior bymodulation mapping. Surround-referenced layout (left): menu elements are located
on a panel that travels with the user. Object-referenced layout (right): menu elements are attached directly to scene objects.

ABSTRACT
Immersive authoring enables content creation for virtual environ-
ments without a break of immersion. To enable immersive author-
ing of reactive behavior for a broad audience, we present modula-
tion mapping, a simplified visual programming technique. To evalu-
ate the applicability of our technique, we investigate the role of ref-
erence frames in which the programming elements are positioned,
as this can affect the user experience. Thus, we developed two in-
terface layouts: "surround-referenced" and "object-referenced". The
former positions the programming elements relative to the physical
tracking space, and the latter relative to the virtual scene objects.
We compared the layouts in an empirical user study (𝑛 = 34) and
found the surround-referenced layout faster, lower in task load,
less cluttered, easier to learn and use, and preferred by users. Qual-
itative feedback, however, revealed the object-referenced layout
as more intuitive, engaging, and valuable for visual debugging.
Based on the results, we propose initial design implications for
immersive authoring of reactive behavior by visual programming.
Overall, modulation mapping was found to be an effective means
for creating reactive behavior by the participants.
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1 INTRODUCTION
Interactivity is an important aspect of virtual environments (VE), en-
hancing user engagement and creating compelling experiences [39,
52, 57]. When authoring VEs, it is thus necessary to define how
scene objects react to user interactions or the state of other objects
in the scene. Furthermore, the progression of time may result in
dynamic changes to the VE. These dynamic and interactive state
changes may collectively be termed reactive behavior [60].

In traditional workflows, reactive behavior is created offline us-
ing desktop-based programming environments, requiring program-
ming skills and repeatedly entering and exiting the VE for testing.
Immersive authoring tools address these challenges by enabling
users to create and edit scenarios directly in VR [22, 38, 58]. Recently,
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immersive authoring tools that expand upon visual programming
gained attention [26, 60]. Some focus on programming with basic
building blocks [37, 47], while others simplify for end-users by
providing predefined functions [3, 18] and abstractions [60].

Inspired by these works, we aim to further simplify the process of
creating reactive behavior while immersed. To this end, we present
modulation mapping to define immediate effects on scene entities.
Our method defines a workflow, in which a developer prepares
application-specific degrees of freedom to control object behav-
ior, exposed as object properties. In the VE, the user interactively
maps input sources to these predefined properties by drawing con-
nections. Input sources can be user input, the progression of time,
properties of other objects, or spatial relations between objects. To
make the technique approachable by novices, we only allow direct
connections from sources to target properties. To retain expres-
siveness, behaviors can be interactively customized using visually
represented mapping functions chosen from a set of templates.

Possible use cases for modulation mapping include teaching sce-
narios, where instructors may define cause-and-effect relations
between objects to illustrate processes in, e.g., mechanics or chem-
istry. In scientific visualization, domain experts may explore data by
mapping user interactions, such as joystick movements to visualiza-
tion parameters. In game design and virtual storytelling, creators
may enrich the scene by adding interactive elements (see Fig. 4).

Because our method enables users to define reactive behavior for
objects that are located within the virtual scene, there is an inherent
spatial relation between the programming elements and the objects.
Therefore, an important factor for our approach’s applicability is
the spatial reference frame in which the programming elements
are positioned. While the role of reference frames in information
visualization [9, 19, 23] and menu interactions [15, 34] has been ex-
plored, the impact on the immersive authoring of reactive behavior
through visual programming remains uninvestigated.

To support the design of immersive authoring techniques, our re-
search investigates the role of reference frames on the applicability
of modulation mapping for creating reactive behavior. Therefore,
we designed a surround-referenced and an object-referenced inter-
face layout, previously used by other immersive authoring environ-
ments [13, 18, 47] (see Section 2.2 for more detailed terminology). In
a study (𝑛 = 34), we compared these layouts, revealing a significant
effect of reference frame choice on the technique’s applicability.
From our findings, we derive initial interface design recommenda-
tions to guide future research on interface layouts for immersive
creation of reactive behaviors. In summary, we contribute
• Modulation mapping as a simplified immersive visual program-
ming technique to create reactive behavior.

• An empirical evaluation of surround- vs. object-referenced inter-
face layouts in the context of modulation mapping.

• Initial design implications for immersive authoring of reactive
behavior by visual programming.

2 RELATEDWORK
2.1 Immersive Authoring of Reactive Behavior
Immersive content authoring may include different tasks, such as
3D modeling [1, 21, 28, 42], animation [2, 6, 55], scene arrange-
ment [5, 16, 22, 56], and defining reactive behavior. Our work does

not address all aspects of immersive authoring, but focuses on
adding reactive behavior to a previously created virtual environ-
ment. In this section, we give an overview of similar methods and
tools that enable the immersive definition of reactive behavior.

Making objects react to user input or other objects is typically
achieved by programming. Desktop-based authoring environments
use text-based or visual programming languages (VPL), the latter
being simpler to use for creators who are not trained program-
mers [46]. Such simplified programming interfaces are desirable in
VR due to ergonomics and the limitations of text entry [17, 30].

Several immersive VPL [18, 29, 35, 51, 58, 60] expand upon the
dataflow programming paradigm, which models the flow of data
and interactions between objects as directed graphs [48]. Steed and
Slater [51] proposed an early dataflow VPL with three types of
nodes (source, filter, receptor) that users connect to define behavior.
Ivy by Ens et al. [18] is a spatially situated dataflow programming
environment for connections between virtual representations of
real-world sensors and actuators. FlowMatic [60] is a similar work
based on functional reactive programming that reduces complexity
by offering abstractions. RealityFlow offers a multi-user dataflow
VPL that can be used on desktop, mobile, and VR platforms [37].

The modulation mapping technique that we present realizes a
dataflow VPL approach to create reactive behavior. Compared to
previous work, we aim to further simplify the authoring of reac-
tive behavior for a wide range of users. To this end, we propose to
prepare complex behavior offline by programmers and to expose
it to the authoring environment as high-level object properties,
following a similar motivation as in [3]. However, we do not model
behavior as discrete events and actions specified as logical con-
ditions, but model the immediate effects of continuously varying
inputs on the affected target properties. By offering a special type of
mappings, we enable modeling of hybrid continuous-discrete signal
flows within a unified interface design concept (see Section 3.2).

2.2 Reference Frames for 3D User Interfaces
The layout of 3D user interface (UI) elements in the VE can be
classified based on the reference frame relative to which they are
positioned [20, 24]. This positioning is crucial for determining ac-
cessibility and occlusion [10]. In the following, we give an overview
of how previous work has classified and evaluated reference frames.

Feiner et al. [23] pioneered 2D window placement in augmented
reality (AR) with world-, display-, and surround-fixed windows.
World-fixed windows are fixed to locations or objects, display-
fixed ones to head-worn displays, and surround-fixed ones are
located at a fixed position in the user’s surroundings. Bowman et
al. [10] adapted and extended the terminology for graphical menu
placement to world-referenced, object-referenced, head-referenced,
body-referenced, and device-referenced, the latter referring to a
physical display surface, such as a workbench or handheld AR
system. In line with Feiner et al. [23], we adopt the surround- ter-
minology for UIs positioned in the surroundings of the user, i.e.,
the physical tracking space. However, we use the term -referenced
instead of -fixed in line with Bowman et al. [10] for an interface
that can be repositioned freely within this reference frame. When
the user walks in the tracked area, a surround-referenced interface
will appear static, similar to a world-referenced layout. However,
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when a travel technique such as steering [10] or teleportation [11]
is used, it follows the movement of the user. Similar to Bowman et
al. [10] we use object-referenced for UIs attached to a scene object.

The influence of different reference frames for interface lay-
outs has previously been studied. Billinghurst et al. [9] compared
head- and body-fixed information displays on a wearable com-
puter, demonstrating that body-fixed positioning enabled faster
information retrieval. Polys et al. [41] further investigated the im-
pact of information layout (object- and head-referenced), screen
size, and field-of-view on user performance in VEs. They con-
clude that the consistent visibility of the head-referenced layout
significantly improved user performance and satisfaction. Simi-
larly, Bernatchez et al. [8] found that 3D floating menus are best
used with reference frames following the user’s position and facing
the user. Das and Borst [15] further evaluated contextual (object-
referenced) and world-referenced menus for projection-based VR
systems, and reported that contextual menus were faster. Ens et
al. [20] studied world- and body-referenced multiple display lay-
outs for multi-tasking on head-worn AR displays, and reported that
body-referenced layouts can lead to higher selection errors due to
reaching motion. Lediaeva and LaViola [34] further compared body
(arm, hand, and waist) to world-referenced menus in VR, finding
that participants preferred world-referenced menu placement.

Immersive authoring of reactive behavior by dataflow VPL re-
quires a graphical representation of connections between nodes.
This introduces additional information and interaction in 3D space
compared to previously explored spatial menus. A comparison
of reference frames for immersive dataflow VPL interfaces has
not been addressed in the literature. Such an analysis is crucial
for understanding the impact of different reference frames in the
dataflow VPL paradigm. Considering previous work, we choose
a surround-referenced layout that maintains consistent visibility
by traveling with the user, which may enhance accessibility and
performance [8, 41]. We compare it to an object-referenced layout
that positions interface elements in the VE, which may improve
contextual and spatial awareness [15] and user experience [18, 34].
By systematically investigating the efficiency and overall user expe-
rience of these layouts in the context of creating reactive behavior,
our research contributes insights into the design and optimization
of immersive dataflow VPL interfaces for immersive authoring.

3 TECHNIQUE DESIGN
Our goal is to design an immersive authoring technique for cre-
ating reactive behavior that is easily accessible to a wide range
of users. To achieve this, we drew inspiration from dataflow VPL,
which represent programs as networks of nodes and connections
that naturally depict data and control flow. This visual represen-
tation aligns well with how humans conceptualize processes [54],
making it easier to understand the transformation of data, and is
thus considered intuitive and end-user friendly [59]. To devise our
technique, we developed the following design considerations:

D1 Structural Simplicity: Dataflow VPL programs can become
structurally complex with numerous tangled connections be-
tween nodes, making interpretation difficult [49]. Therefore,
our technique should enable users to define reactive behavior
without the structural complexity of VPL.

D2 Effortless Customization: Users can have difficulty to under-
stand low-level primitives and compose them into high-level be-
havior [40]. To make the technique approachable, customizing
the influence on a target property should be possible without
using explicit mathematical operators.

D3 Unified Mechanism: VPL that offer multiple concepts to
choose from can negatively impact the ability to solve problems
easily [7]. Thus, for conceptual simplicity, the same mechanism
used to customize mappings should enable modeling of condi-
tional and stateful behaviors.

D4 Spatial Reference Frame: As the nodes are closely related to
scene objects, it is crucial to investigate their placement relative
to the objects or the user’s position [15, 41]. The positioning of
the interface elements should provide a good user experience in
terms of efficiency, cognitive load, and user-friendliness when
creating reactive behavior while being immersed.

Based on these considerations, the following sections explain our
conceptual decisions and UI designs.

3.1 Modulation Mapping
To achieve a low structural complexity that is more approachable
to novice users (D1), we propose to restrict the mapping between
source and target properties to direct point-to-point connections.
To customize the influence (D2), a mapping function can be ap-
plied to each connection to create non-linear effects, discontinu-
ous transitions, or to model conditional and stateful behavior (D3)
(see Section 3.2). In our workflow, non-trivial behavioral logic is
prepared by a programmer and its parameters are exposed to the
content author as object properties. The method thus shifts the
level of abstraction towards the authoring of scenarios based on
ready-to-use template functionality, in contrast to programming
by the composition of basic building blocks. Novice users are not
required to learn a modeling language but benefit from the high
level of abstraction of the provided templates.

We propose three types of source properties: Object Property,
Time, and Relation. To achieve conceptual simplicitywhile being eas-
ily extensible, we choose to model most inputs as object properties.
To create temporal and context-aware behaviors, two additional
types of sources are necessary: Time sources expose additional play-
back controls, and Relation sources can reference multiple objects.
• Time: Progression of time as a continuous input enables model-
ing of temporal dynamics, e.g., changing object properties over
time or controlling previously recorded animations.

• Relation: Spatial relations between scene objects, such as the
distance or angle, can express contextually responsive behaviors.
A virtual agent might, e.g., change its mood (anxious, angry, or
scared) whenever the user looks directly at it.

• Object Property: Any other scalar-valued input that can influ-
ence the scenario. This can, e.g., include universal properties of
objects in the scene (scale, movement speed), attributes specific
to a class of object (rotation speed of a fan, battery charging
status), scene properties (music loudness, sunlight intensity), or
external input sources (user interaction, network input).

As an example of external input sources, we enable user input
by introducing an avatar as a proxy object, carrying the left- and
right-hand controllers. It can be placed into the scene by dragging
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(a) Surround-referenced: Object properties
are located on a panel with a two-column
interface to create connections. All menu
elements are added by choosing from a
drop-down list.

(b) Object-referenced: Object properties are
attached directly to scene objects and con-
nections are created between them. Other
menu elements are instantiated via buttons
on the left controller.

(c) Themapping function interface (left) is used
to choose a template function, adjust the source
and target ranges, enable or disable the map-
ping, and toggle the One-shot option. Example
template functions (right): Triangle, Step.

Figure 2: Our surround-referenced and object-referenced interface designs to define modulation mappings. All interface elements
can be repositioned freely using a handle (blue crossed arrows) relative to their respective frame of reference.

a body-referenced miniature avatar attached to the user’s chest.
This way, the user’s position, controller positions, and additional
controller inputs (buttons, joysticks) can be used as input sources
like any other object in the scene. It further enables to observe
effects from a third-person perspective, e.g., by moving the avatar
closer or farther away from an affected object (see Fig.4-bottom).

Target properties can similarly be defined as any scalar-valued
parameter that affects an individual object’s behavior (virtual agent
mood, crowd simulation parameter) or visual appearance (scale,
transparency), or global scene properties (sky color tint, rain inten-
sity). Each target property is influenced by a single source property.
To combine multiple inputs, an operator (add, multiply, average)
could have been utilized. This would, however, introduce another
layer of structural complexity. To keep the method easily approach-
able by novices, we chose to offer only a single input per target.

3.1.1 User Interface Designs. To choose a suitable spatial layout
for our user interface elements (D4), we reviewed previous work
and found the impact of reference frames on immersive author-
ing through visual programming not addressed in the literature.
Therefore, we developed two interface designs for creating modula-
tion mappings using a surround-referenced and an object-referenced
layout that we evaluate in a comparative user study (see Section 4).

Both UIs utilize the same menu elements to represent source
and target properties. We chose adapted 2D menus as a familiar
interface to improve the overall user experience [10]. The Time
element contains a draggable input field for duration, a play button,
and a looping toggle. The Relation element has two input fields for
selecting objects (see Fig. 1). The Object Property element contains
an input field for object selection and a button (+) to add properties.
Interaction is realized by a ray-based selection technique. Object
selection can be performed by pointing (long range), grabbing (close
range), or via a drop-downmenu. The latter enables to select objects
without graphical representation (e.g. scene lighting or background

music). To createmappings, the user drags connecting lines between
the ports of the respective properties.

Surround-Referenced Layout: Our motivation for the surround-
referenced layout was to ensure that users can interact with minimal
effort [41] and no travel is necessary to draw connections. We de-
signed an interface on a panel comprising two distinct columns:
the left for source properties and the right for target properties
(see Fig. 2a). The objective of the two-column view was to facilitate
point-to-point connections that can be traced with minimal cogni-
tive effort. Since all modulation mappings are co-located on a single
panel, the interface needs to be kept within the user’s reach. There-
fore, the interface is anchored relative to the user’s surrounding (i.e.
the tracking space), such that it follows the user when traveling.

To create modulation mappings, the desired source and target
properties have to be added to the respective column. Pressing +
on the source panel opens a drop-down list in which Time, Relation,
or Object Property can be selected. After selection, a corresponding
menu element is created on the panel. Pressing + on the target
panel creates a menu element and initiates object selection.

Object-Referenced Layout: Our motivation for the object-referenc-
ed layout, used in previous works [13, 18, 47], was to maintain the
spatial relationship between the programming elements and the
scene objects. Interacting spatially by reaching into the scene to
draw connections was found intuitive in similar use cases and could
improve the overall user experience [18].

Each object has its own Object Property menu element that can
be opened by selecting the object. The element appears above the
object and can be repositioned by dragging its handle. Pressing +
opens a drop-down list for selecting source and target properties,
visually distinguished by source properties having a port on the
right, and target properties on the left. For Time, Relation, and
objects without graphical representation, we designed a hand-held
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menu that contains 3D buttons with corresponding icons. Selecting
an icon instantiates the corresponding menu element (see Fig. 2b).

3.2 Mapping Functions
A mapping function can be applied to customize how the source
property affects the target property. To facilitate this, we designed
a 2D graph interface (see Fig. 2c-left). Hovering over a connecting
line of a mapping displays a graph icon. Selecting this icon opens
the graph interface in front of the mapping panel for the surround-
referenced or the target object’s menu for the object-referenced case.

We provide template functions with visual representations for
users to customize modulation mappings without overwhelming
them, especially those with limited mathematical knowledge (D2).
Our templates include Linear Increase and Decrease for pro-
portional changes, Exponential Increase and Decrease to create
non-linear dynamic behavior, and Triangle and Inverted Triangle

for cyclical patterns like oscillations or repeating effects. To re-
alize discrete conditions and events (D3), we provide a Step and
its inverted function. The Step can be used to model conditional
behavior, where the output value switches depending on whether a
threshold is exceeded. We offer custom draggable handles for direct
control of the threshold and target value (see Fig. 2c-right).

All functions can be toggled to act as a One-shot function,
disabling the mapping after the threshold is reached to create state-
ful behavior. For example, a group of plants could grow when the
water level rises due to rain. Using a One-shot mapping, the plants
will retain their size after the rain stops. The user can design and
test the effects of the One-shot function while the graph view is
open; once closed, the mapping triggers once and deactivates when
the threshold is crossed, until reactivated by the on/off switch.

The interface includes a graph view of the mapping function and
draggable input fields for the source value range [𝑠𝑚𝑖𝑛, 𝑠𝑚𝑎𝑥 ] and
target value range [𝑡𝑚𝑖𝑛, 𝑡𝑚𝑎𝑥 ], depicted along the X- and Y-axis,
respectively. To compute the target value 𝑡 , the source property 𝑠
is normalized to the interval [0, 1], transformed by the mapping
function 𝑓 : [0, 1] → [0, 1], and mapped to the target value range.

𝑡 (𝑠) =


𝑡𝑚𝑖𝑛 if s ≤ 𝑠𝑚𝑖𝑛

𝑡𝑚𝑎𝑥 if s ≥ 𝑠𝑚𝑎𝑥

𝑡𝑚𝑖𝑛 + 𝑓 ( 𝑠−𝑠𝑚𝑖𝑛

𝑠𝑚𝑎𝑥−𝑠𝑚𝑖𝑛
) ∗ (𝑡𝑚𝑎𝑥 − 𝑡𝑚𝑖𝑛) else

(1)

The user can observe the current value via black arrowheads at
both axes, as well as numerical feedback in gray text boxes. These
are continuously updated to reflect a changing source value. This
direct feedback enables users to understand how the source value is
translated to the target value. Thereby, the user can test the effects
of the mapping function on the scene while designing it in VR.

4 EMPIRICAL EVALUATION
To provide an immersive authoring technique by visual program-
ming that offers a good user experience, it is important to use a
suitable spatial layout for its programming elements (D4). Since pre-
vious work did not investigate the role of reference frames in this
context, our main research investigates the benefits and limitations
of two interface layouts regarding the applicability of modulation
mapping. Therefore, we designed an empirical user study to evalu-
ate the surround-referenced (SR) and object-referenced (OR) layouts

in the context of immersive authoring of reactive behavior. We
determine the applicability of our technique by the efficiency, cog-
nitive load, and user-friendliness. Our study design was guided by
the following hypotheses:
Regarding efficiency:
• The mean task completion time will be lower for SR (H1a).
• The differences in task completion times between SR and OR
depend on the task complexity (H1b).

Regarding cognitive load:
• The mean score for task load will be lower for SR (H2).
We operationalize user-friendlines based on the measures stated in
the following hypotheses:
• We expect the mean reported clutter to be higher for OR (H3),
because user interface elements attached to scene objects can
obstruct the user’s view [33].

• To gain insight into how users perceive the layouts, we formulate
the following undirected hypotheses. The mean scores for the
six User Experience Questionnaire (UEQ) scales (H4), ease of use
(H5), ease of learning (H6), and preference (H7) will be different
based on the interface layout.

4.1 Study Design and Tasks
We devised a within-subject design with two subsequent parts
to investigate our hypotheses regarding the object-referenced and
surround-referenced layouts as two levels of one factor. In the first
part of the study (see Section 4.1.1), participants were asked to
create modulation mappings in abstract scenarios that contained
only primitive objects with simple colors. The object properties
were denoted with letters from A to F (see Fig. 3). Our motivation
was to evaluate task completion times (H1), task load (H2), and
perceived clutter (H3) in a controlled setting without additional
biases induced by the semantics and visual complexity of real-world
scenarios. We aimed to get a clearer view of the interface design’s
performance without too much influence by the conducted task.

In the second part, participants were asked to create modulation
mappings within a realistic scenario (Section 4.1.2) without time
constraints. This part of the study aimed to resemble real-world
use cases more closely, so that we could gain insight into both
interfaces’ practical applicability and gather empirical data with a
higher level of external validity compared to the first part of the
study. Without time pressure, participants can thoroughly evaluate
the interfaces to provide feedback on their experience (H4), ease of
use (H5), ease of learning (H6), and overall preference (H7).

4.1.1 Abstract Scenarios. To test H1, we created a second factor
that varies the complexity of the task. When evaluating and assess-
ing different testing scenarios, we found that the object arrange-
ment has a major influence on the task complexity. Therefore, while
we use abstract objects with a minimal appearance to avoid dis-
tractions, we choose their positioning to resemble typical scene
arrangements that can be encountered in immersive authoring. In-
dividual objects may, for example, be laid out next to each other
and easily reachable, be partially obstructed, or have different sizes.
Objects may also be located at a distance from each other, such that
users have to change their field of view to understand their spatial
relation. We considered previous work [50] and went through an
iterative process in which we included VR experts from our lab
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Figure 3: Overview of part one of the study, showing abstract scenes (left) in row-wise order: Simple, PartlyOccluded,VaryingScale,
Distant. Exemplary mappings in the PartlyOccluded scene using the SR (center) and OR (right) interface layouts.

Task 1 Modulate the scale of the two groups of flowers by
the background music loudness.

Task 2 Lower the bridge based on the distance of the avatar
to the gate.

Task 3 Change the mood of the sky and the rain intensity
based on the distance of the avatar to the totem.

Task 4 Open the chest as the avatar approaches with the
right controller.

Task 5 The treasure inside of the chest should fade in and
out continuously.

Figure 4: Realistic scenarios in the user study: Task descrip-
tions (top); example view of Task 1, OR (center) and Task 2,
SR with mapping function interface (bottom).

with the goal of producing a set of scenes with representative object
arrangements. Eventually, we derived four scenes that we denote
as Simple, Partly Occluded, Varying Scale, and Distant (see Fig. 3).

The specific objects involved in each task and the corresponding
number of menu elements were chosen to reflect the quality of each
scene. In the Simple scene, 4 objects are laid out next to each other.
To complete the task, 6 menu elements and 4 connections have to
be created. For the Partly Occluded scene, we arranged 9 objects
such that the menu elements partially occlude each other, and users
have to create 9 menu elements and 6 connections. The Varying
Scale scene contains 15 objects, where small ones are located in
front of bigger ones to avoid the selection of fully occluded objects.
The task involves creating 9 menu elements and 5 connections
between objects of different sizes. Regarding Distant, there are 15
objects and participants have to create 8 menu elements and 10
connections. The mappings were chosen such that connections
need to be made between far-apart objects, requiring participants
to travel and repeatedly change their field of view.

We used hand-based steering rather than teleportation to en-
able users to draw connections while traveling. In all scenes, ob-
jects are placed within an area of 10 by 10 meters. Instructions are
listed on a panel attached to the left controller, which might read:
𝐺𝑟𝑒𝑒𝑛𝐶𝑢𝑏𝑒 (𝐴) → 𝑅𝑒𝑑𝐶𝑢𝑏𝑒 (𝐷). The specific instructions that were
used in the study and a Unity package that contains the abstract
scenarios can be found at https://zenodo.org/records/10627368.

In this first part of the study, the mapping function interface
(see Fig 2c) was disabled. Since the interface is identical for both
layouts, it would introduce unnecessary variance to the measured
effects we investigate byH1 toH3. RegardingH2 andH3, we look
at the main effect caused by the layout, resulting in a one-factorial
(layout) within-subject design. Participants ranked questionnaires
regarding task load and perceived visual clutter after completing
all four tasks for each respective interface layout.

4.1.2 Realistic Scenarios. We created a virtual scenario for partic-
ipants to perform five tasks (see Fig. 4) that consisted of adding
reactive behaviors to different scene objects. The tasks were de-
signed to cover the key functionalities of our presented technique.
This includes the utilization of object properties as sources and
targets, distance relations between objects, time-modulated behav-
iors, and custom mapping functions. All tasks were performed
in the same order to construct a coherent narrative. To validate
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our hypotheses H4 to H7, we chose a one-factorial within-subject
design, where participants ranked subjective questionnaires after
completing all five tasks in each condition.

4.2 Apparatus
The study took place in our lab, with participants seated on a rotat-
able chair. We used a Valve Index HMD with its controllers, tracked
by four Lighthouse 2.0 base stations. The experimental platform
was developed in Unity 2021.3.5f1, running on a Windows 10 with
a 3.7GHz Intel Core i9-10900X CPU and an NVIDIA RTX 3090 GPU.

4.3 Procedure
Upon arrival, participants signed a written informed consent form
and completed a pre-study questionnaire about demographics and
experience in VR, programming, and visual programming.

In part one of the study, participants went through a familiar-
ization phase before executing the tasks with each layout. They
received instructions from a panel and watched demonstration
videos in VR. They practiced creating modulation mappings for up
to 15 minutes. Participants then performed the tasks in the four
scenes (see Section 4.1.1). Once the first menu element had been
instantiated, completion times were recorded and the participant
could start traveling. The order of the layouts and scenes was coun-
terbalanced using a Latin Square. After completing all four scenes
for the given layout, participants answered NASA-TLX [25] and a
7-point Likert scale custom questionnaire to rate visual clutter.

In part two of the study, participants first entered another famil-
iarization phase to try out the mapping function graph and learn
to place the avatar into the scene. Afterward, they were asked to
create reactive behaviors in a realistic scenario (see Section 4.1.2).
After completing all tasks for a given layout, participants answered
UEQ [32], a 7-point Likert scale questionnaire on preference, ease
of learning and use, and freely commented on the recently used
layout. The layouts were assigned in the same order as in part one.

Lastly, they provided free comments on the modulation mapping
technique and answered a 7-point Likert scale questionnaire re-
garding its effectiveness and ease of learning the mapping function
graph interface. The entire procedure took approximately 90 min.

4.4 Participants
We recruited 36 participants on the university campus through
various communication channels, but we had to exclude two due
to technical issues. The remaining 34 participants (7 female, 26
male, 1 non-binary) were aged between 20 and 41 (𝑀 = 27 years old,
𝑆𝐷 = 4.85), all right-handed with normal or corrected-to-normal
vision. Their experience levels in VR applications ranged from 2
novices, 6 beginners, 9 advanced, to 17 experts, in programming
from 1, 1, 7, to 25, and in visual programming from 8, 14, 9, to 3.

5 RESULTS
To determine statistically significant differences between the lay-
outs for varying task complexity, we analyzed the measurements us-
ing 2x4 factorial repeated-measures ANOVA. We further computed
a two-sided paired-sample t-test, concerning variables that were
measured only once per condition without a second factor. When
sphericity assumptionswere notmet, we carried outMauchly’s tests

Figure 5: Mean task completion time (TCT): Box plots of
the main effect (left). Marginal means per condition show
the interaction between layout and task (right), whiskers
indicate the 95% confidence interval.

and applied Greenhouse-Geisser correction. Additionally, when
we observed a statistically significant overall effect, we conducted
Bonferroni-corrected post-hoc tests for pairwise comparisons.

Effect sizes for ANOVAwere assessedwith𝜂2𝑝 (thresholds: .01, .06,
and .14 for small, medium, and large effects), while t-test effect sizes
were computed using Cohen’s d (thresholds: .2, .5, and .8 for small,
medium, and large effects) [14]. For all statistical tests, we assume a
significance level of 𝑝 < .05, marked as (*) in the figures. Box plots
show the median (-), mean (x) and interquartile range (𝐼𝑄𝑅), with
whiskers indicating 𝐼𝑄𝑅 ∗ 1.5.

5.1 Objective Measures
Regarding task completion time, we observed a significant main
effect of layout (𝐹 (1, 33) = 56, 𝑝 < .001, 𝜂2𝑝 = .629), supportingH1a.
We further observed a significant interaction effect between layout
and scene (𝐹 (1.47, 48.44) = 40.1, 𝑝 < .001, 𝜂2𝑝 = .549). Post-hoc
tests revealed two significant differences between the layouts in
Varying Scale (𝑝 = .039, 𝑑 = .598) and Distant (𝑝 < .001, 𝑑 = 1.296),
supportingH1b. To understand the underlying factors, we recorded
the time spent interacting with menus, dragging connecting lines,
traveling, and the amount of head rotation per task (See Fig. 5).

Menu interaction time includes pressing buttons, scrolling,
and repositioning menus. We observed no significant main effect
of layout (𝐹 (1, 33) = 1.88, 𝑝 = .180, 𝜂2𝑝 = .054).

Concerning drag time, we observed a significant main effect of
layout (𝐹 (1, 33) = 149.8, 𝑝 < .001, 𝜂2𝑝 = .819), and a significant inter-
action effect between layout and scene (𝐹 (1.27, 41.93) = 79.2, 𝑝 <

.001, 𝜂2𝑝 = .706). Post-hoc tests revealed significant differences be-
tween layouts in all scenes (𝑝𝑎𝑙𝑙 < .001, 𝑑𝑎𝑙𝑙 ≥ 1.26).

For travel time, we observed a significant main effect of layout
(𝐹 (1, 33) = 84.6, 𝑝 < .001, 𝜂2𝑝 = .719), and a significant interaction ef-
fect between layout and scene (𝐹 (1.20, 39.59) = 68.2, 𝑝 < .001, 𝜂2𝑝 =

.674). Post-hoc tests revealed significant differences between layouts
in all scenes except Simple (𝑝𝑎𝑙𝑙\𝑆𝑖𝑚𝑝𝑙𝑒 < .001, 𝑑𝑎𝑙𝑙\𝑆𝑖𝑚𝑝𝑙𝑒 ≥ .903).

Regarding head rotation, we found a significant main effect of
layout (𝐹 (1, 33) = 60.9, 𝑝 < .001, 𝜂2𝑝 = .648), and a significant inter-
action effect between layout and scene (𝐹 (1.46, 48.07) = 104.8, 𝑝 <

.001, 𝜂2𝑝 = .760). Post-hoc tests showed significant differences be-
tween layouts only in Distant (𝑝𝐷𝑖𝑠𝑡𝑎𝑛𝑡 < .001, 𝑑𝐷𝑖𝑠𝑡𝑎𝑛𝑡 = 1.83).
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Figure 6: Box plots of NASA-TLX sub-scores and total scores.

Figure 7: UEQ sub-scales: Paired sample t-test statistics, mean
(standard deviation), and distributions for each layout.

5.2 Subjective Measures
We conducted a two-sided paired-sample t-test for the following
variables since they were measured only once per layout.

Themean task load is significantly lower for SR thanOR (𝑇 (33) =
5.19, 𝑝 < .001, 𝑑 = .891), supporting H2. To investigate the factors
determining task load, we examine the NASA TLX sub-scales (see
Fig. 6) and except Temporal Demand (𝑇 (33) = .96, 𝑝 = .343), we
observed significant differences. SR is significantly lower in Men-
tal Demand (𝑇 (33) = 3.94, 𝑝 < .001, 𝑑 = .68), Physical Demand
(𝑇 (33) = 2.51, 𝑝 = .017, 𝑑 = .43), Effort (𝑇 (33) = 4.39, 𝑝 < .001, 𝑑 =

.75) and Frustration (𝑇 (33) = 5.52, 𝑝 < .001, 𝑑 = .947) and higher in
Performance (𝑇 (33) = 3.17, 𝑝 = .003, 𝑑 = .54) compared to OR.

Regarding user experience, significant differences were ob-
served in five out of six scales of the UEQ, except Stimulation,
which partially supports H4. SR significantly outperformed OR
in Attractiveness, Perspicuity, Efficiency, and Dependability, while
OR significantly outperformed SR in Novelty. See Fig. 7 for the
distribution, statistical test results, and descriptive statistics.

Concerning the subjective questionnaires, significant differ-
ences were found in Visual Clutter (𝑇 (33) = −6.80, 𝑝 < .001, 𝑑 =

−1.165), Ease of Learning (𝑇 (33) = 2.04, 𝑝 = .049, 𝑑 = .35),
Ease of Use (𝑇 (33) = 2.94, 𝑝 = .006, 𝑑 = .504), and Preference
(𝑇 (33) = 2.32, 𝑝 = .027, 𝑑 = .398), supporting H3, H5, H6, H7. Par-
ticipants also rated the Effectiveness of the modulation mapping
technique (𝑀 = 6.38, 𝑆𝐷 = 1.10) and the Ease of Learning of the
mapping function (𝑀 = 6.32, 𝑆𝐷 = .97). See Fig. 8 for the results.

Figure 8: 7-point Likert questionnaire, with items ranging
from very strongly disagree(1) to very strongly agree(7). Com-
parison of the layouts (left), and evaluation of themodulation
mapping (MM) technique (right) regarding its effectiveness
and the ease of learning of the mapping function interface.

5.3 Qualitative Results
We analyzed the comments on layouts and modulation mapping
using thematic analysis [12] and present the findings in this section.

Regarding object-referenced, 12 participants found it intuitive
and engaging to interact directly with objects in the scene to define
behavior. P9 stated, “It is really intuitive and feels immersive since I
was able to place the mapping behavior directly to the objects". Five
participants (P12, P20, P25, P33, P34) stated that selecting properties
and connecting ports from a distance can be challenging, espe-
cially with objects far apart. The layout was considered valuable for
tasks like visual debugging (P9, P12, P15, P26), however, some par-
ticipants also noted potential issues with clutter (P15, P24, P26, P33,
P35) when dealing with a large number of connections. Moreover,
P7 suggested automated UI scale adjustment and layouting.

Regarding surround-referenced, eight participants (P2, P9, P15,
P17, P20, P26, P31, P33) appreciated the efficiency and ability to
access the mappings without requiring travel. However, seven
participants (P1, P20, P21, P24, P26, P30, P33) stated that with nu-
merous mappings, the interface can become cluttered, making it
harder to navigate andmaintain an overview. P31 stated, “The
only downside is having to scroll more for objects at the top and I
can imagine that in more complex scenarios the overview can get lost
when you can’t see the mappings at once”. P1 and P19 suggested
grouping options for better list organization.

Regarding the modulation mapping technique, 15 participants
found authoring reactive behaviors by creating direct connections
easy to use and intuitive. Some participants appreciated the real-
time feedback and customization of behaviors via predefined map-
ping functions. P11 and P35 found the technique beneficial to expert
programmers: VR expert P11 stated, “not only novices but also expe-
rienced programmers can benefit from the technique for quick testing
of the behaviors without diving into the code or taking the HMD off”.

Four participants (P19, P25, P32, P27) proposed combining
elements of both layouts. P26 stated, “I liked using surround-
referenced, however, I was missing the connection to the virtual envi-
ronment from the mappings”. Some participants suggested drawing
indicator lines from the SR panel to the respective scene objects
upon hover. In addition, two VR experts (P27, P31) suggested to
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enable instantiating multiple mapping panels that can be placed
next to scene objects and summoned when needed.

6 DISCUSSION
We found SR to outperform OR in terms of faster task completion.
The results further revealed an interaction effect between layout and
scene. While we observed significant differences in task completion
time for Varying Scale and Distant scenes, there were no significant
differences for Simple and Partly Occluded. Based on our secondary
results, a possible explanation could be that the OR layout requires
additional interactions (travel, head movement) or poses precision
challenges when drawing connecting lines (drag time), which is
more evident when objects are at a distance or have varying scales.

Regarding task load, participants found creating modulation
mappings using OR significantly more mentally and physically
demanding, and frustrating compared to using SR. We speculate
that the increased head movement and travel for drawing con-
nections between distant objects led to split attention, increasing
the mental load compared to the SR condition, where interactions
could be performed co-located on the SR panel [53]. Participants
expressed frustration when ray-casting precision issues caused
failed connections, requiring more physical effort. With SR, the
interface elements are often reachable in close proximity, thereby
the mapping creation may be achieved with lower effort.

Placement of menus can clutter a VE and occlude the user’s
view [10]. Since in the OR layout, menus are placed in the envi-
ronment, we hypothesized that OR clutters the scene more than
SR. The results support our hypothesis, showing that OR signifi-
cantly cluttered the view more. This suggests that SR provided a
more streamlined interaction, contributing to better user experi-
ence and task performance. These results are in line with previous
work [4, 43, 44] and our own findings regarding H1a and H4.

Concerning user experience, SR was rated higher than OR for
attractiveness, perspicuity, efficiency, and dependability. Further-
more, SR was found easier to learn, easier to use, and preferable
over OR. We believe that SR, by placing interface elements within
arm’s reach, provided better overview and easier access, thereby re-
ducing mental and physical load. This, in turn, improved the overall
user experience. Our findings are in line with previous work [27],
showing that interfaces with lower cognitive load lead to higher
user satisfaction. When users find an interface easy to learn (H5),
easy to use (H6), and not mentally demanding (H2), they tend to
have a more positive overall perception of the interface (H4, H7).

Given the high ratings for our technique’s effectiveness, ease
of learning the mapping function, and overall positive feedback,
modulation mapping shows potential for enabling users to easily
and effectively create reactive behavior in immersive environments.
Our technique appears to be a promising and valuable addition to
existing immersive authoring tools.

6.1 Design Implications
Based on our empirical results, we propose initial design implica-
tions regarding the choice of reference frame for user interfaces in
immersive authoring by visual programming.

We suggest to use surround-referenced interface layouts where
efficiency and streamlined workflows are a priority, especially for

scenes with a large number of objects. However, consider to orga-
nize the property lists clearly by providing tools to navigate and
maintain an overview of connections. This type of interface would
be most suitable for behaviors that do not strongly rely on spatial
relationships between objects. Additional visual feedback, such as
drawing indicator lines between mappings and the respective scene
objects upon hover, may further support the authoring process.

The object-referenced interface layout was found intuitive, en-
gaging, and valuable for visual debugging. However, it can become
cluttered with numerous objects. Therefore, use it for scenes with
fewer objects and behaviors that strongly rely on their spatial con-
figuration. Consider (semi-)automatic layouting [45], grouping, and
hiding of objects to minimize clutter [18]. These could be guided,
e.g., by estimating the cognitive load during task execution [36].
Consider selection techniques that address the ray-casting precision
issues [31] to select properties and connect nodes at a distance.

Generally, we believe that a hybrid approach that combines ele-
ments of both surround- and object-referenced layouts may leverage
their respective strengths and mitigate their weaknesses. We see
interesting opportunities for future research in immersive reac-
tive behavior authoring that explores how both approaches can be
linked in a synergistic way.

7 LIMITATIONS AND FUTUREWORK
Our study design considers task complexity as a factor influencing
efficiency. To vary task complexity, we altered the spatial arrange-
ment of the objects alongside the number of required interactions.
We found both related factors relevant to achieve a representative
and diverse set of tasks, yet we plan to investigate them separately
in future trials. Further, we only explored static horizontal arrange-
ments of objects. Future research could examine authoring reactive
behavior in scenes with moving, or vertically arranged objects.
In this initial design, we used ray-casting for selection and hand-
directed steering for travel. Since interaction techniques impact
task performance and user experience, our future research will
evaluate different selection and travel techniques in this context.

While our participants completed all tasks successfully and pro-
vided overall positive feedback on the modulation mapping tech-
nique, we plan to conduct further user studies regarding its effec-
tiveness in different authoring scenarios and application domains.

8 CONCLUSION
We presented modulation mapping, a simplified approach for im-
mersive authoring of reactive behavior by dataflow visual program-
ming. In a comparative user study, we compared a surround- to
an object-referenced interface layout regarding task efficiency and
user experience. From the results, we derived an initial set of in-
terface design implications for future research and development of
similar immersive authoring techniques. Participants found modu-
lation mapping an intuitive and effective way of authoring reactive
behavior while immersed. At the same time, experts in VR and pro-
gramming found the technique a valuable addition to a developer’s
workflow for authoring immersive environments.
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