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ABSTRACT

To use the full potential of immersive data analysis when wearing a
head-mounted display, the user has to be able to navigate through the
spatial data. We collected, developed and evaluated 5 different hands-
free navigation methods that are usable while seated in the analyst’s
usual workplace. All methods meet the requirements of being easy
to learn and inexpensive to integrate into existing workplaces. We
conducted a user study with 23 participants which showed that a body
leaning metaphor and an accelerometer pedal metaphor performed
best within the given task.

Index Terms: H.5.2 [Information Interfaces and Presentation]: User
Interfaces—Evaluation/methodology

1 INTRODUCTION

The analysis of spatial data sets can benefit from their inspection
in Immersive Virtual Environments (IVEs) [7]. Head-Mounted
Displays (HMDs) are a portable option to acess IVEs and are
typically easy to install into a data analyst’s usual workplace.

As navigation is a main requirement for data exploration in
immersive data analysis, a technique is needed to enable the user
to navigate in a head-mounted display setting. Classical device
combinations for navigation, like mouse and keyboard, or devices
like joysticks and gamepads are usually not an option, as they cannot
be seen when wearing an HMD and additionally occupy the hands of
the analyst. The latter prevents her from, e.g., manipulating objects
in the virtual data space in a natural way at the same time [1, 10].

To specifically address analysis workflows of domain scientist
who work with desktop PCs or laptops, we decided to consider only
navigation methods that can be used seated. This again keeps every-
thing easily integrable into the common workspace of an analyst and
additionally is more comfortable and less fatiguing in the long run.

We performed a survey of potential candidates that fulfill the
aforementioned requirements and evaluate them against each other
and against a standard navigation device, here a gamepad (Pad).
These methods include existing ones, namely a slightly adapted
”Shake-Your-Head” (SYH) [11] and a leaning metaphor (Lean) [4];
an adapted ”Walking-in-Place” metaphor (sWIP) [10] and finally two
newly developed accelerometer pedal metaphors (AP and biAP).

2 RELATED WORK

Terziman et al. [11] showed that it is possible to realize WIP while
seated and with very restricted hardware. Their method, called
”Shake-Your-Head”, records the head movements of a user with a
webcam and deduces how these relate to the body/head movements
while walking. Their implementation used a non-stereoscopic setup
and provided only ground-based navigation.
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Beckhaus et al. [1] used, among others, a simple navigation
metaphor realized with a dance pad operated using the feet. Tracked
with a Microsoft Kinect, Simeone et al. [9] use foot gestures to steer
a virtual camera in a full 3D setting. The aforementioned techniques
control translation and orientation with the feet, while Guy et al. [2]
concluded that it is better when different interactions are controlled
with uncorrelated body parts. Additionally, all approaches have in
common that they use special tracking hardware.

Other methods do not use the feet but the whole body or upper
parts. A popular metaphor is to navigate in the direction of the body’s
center of gravity, which is achieved by leaning the whole body [2] or
just parts of it [2, 5] into the desired direction. The leaning metaphor
is feasible also when seated as Kitson et al. [4] and Riecke et al. [8]
showed with the NaviChair, and Beckhaus et al. [1] evaluated using
the SwopperTM, both special joystick-like chairs without backrests.
With navigation chairs like these it is possible to control up to three
degrees of freedom, a 2D translation and turning around, which
is enough for ground-based navigation. Guy et al. [2] evaluated
different combination of pairs of body parts, excluding the hands,
for a translation and rotation in a ground-based scenario.

3 NAVIGATION METHODS

We adapted or developed five different navigation methods. All meth-
ods use a tracked HMD, and some of them additionally a smartphone
that is carried in the pants pocket and sends accelerometer and gravity
sensor data (cf. Kim et al. [3]). The user is able to change the orienta-
tion of her virtual body around the yaw axis by turning her head to the
left or right, and around the pitch axis by looking up or down. The only
exception of this mapping is SYH. In the original implementation of
Terziman et al. [11] the yaw of the virtual body was controlled by a
roll of the real head and we kept the mapping this way.

When changing the orientation in the described way the ability
to look around is lost, i.e., independently turning the virtual head
from the virtual body. For this reason we define a deadzone in which
the user is able to look around without moving the virtual head. The
threshold for this deadzone was gathered in a user experiment. The
translation of the virtual body is applied in the gaze direction, or
rather head direction. The translation’s speed is controlled differently
in the methods: In sWIP the user has to repeatedly move one leg up
and down. With biAP the user has to lift and lower the heel (forward
and backward movement) while the forefoot stands on the ground
to control the translations speed, similar to a turned accelerator pedal.
Furthermore, in AP the foot by default is rested on the ground and
can only be lifted (forward movement). In Lean the upper body’s
inclination is directly mapped to the velocity magnitude. Finally, we
added the possibility to rotate the virtual body around the pitch axis
to the original implementation of SYH.

4 EVALUATION

The goal of this work is to find a suitable hands-free navigation
technique for seated immersive data analysis. For this purpose, we
evaluated the methods presented in section 3 against each other and a
standard 6-DOF gamepad-control given as baseline. The experiment
took place at a regular office desk, which the user was seated in front
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Figure 1: Results for the main dependent variables: Task completion
time and error per task. The error bars show the 95% confidence
intervals. A * denotes a statistical significance (p<.05).

of, on a rotatable and tiltable office chair with back- and armrests.
The IVE was projected by an Oculus Rift DK2. For the evaluation we
took a large 3D graph (5214 vertices and 6913 edges) and the user had
to determine the shortest path between various pairs of vertices. The
study has a 4×6 partial within-subject experimental design, i.e. every
participant got 4 out of the 6 possible techniques, counter-balanced
for order and frequency. For each condition, the participant first
solved a training task followed by 6 recorded tasks. Additionally, the
participants filled out a Kennedy’s SSQ and a subjective questionnaire.
23 subjects (4 female and 19 male, mean age 29.5, SD = 10.4) finished
the study, one participant prematurely canceled the experiment and
was not considered in the final evaluation of the gathered data.

5 RESULTS

The averaged results of our dependent variables task completion time
and error per task are depicted in Figure 1. There was a statistically
significant difference in the task completion time between groups as
determined by a one-way ANOVA (F(5,86) = 3.493, p = .006). Fur-
thermore, a Tukey-HSD post-hoc test revealed that the task comple-
tion time using SYH was significantly slower than using Pad (p = .004)
or biAP (p = .033). There were no statistically significant differences
between the number of errors per task as determined by a one-way
ANOVA (F(5,86) = .665, p = .651). Regarding the task completion
time an additional independent-samples t-test between the group of
methods that allow flying backwards, namely Pad, biAP and Lean
(M = 28.1, SD = 13.5), and the ones that do not, AP, sWIP and SYH
(M = 40.2, SD = 20.9), revealed a statistically significant difference
(p = .001). There was no statistically significant difference between
these groups regarding errors per task mean (p = .856). All but one
participant used the possibility to fly backwards where possible.

6 DISCUSSION

Based on our results, we cannot recommend walking metaphors
for seated 5-DOF navigation using an HMD. In sum, both methods
were the slowest and were very poorly ranked in the subjective
questionnaires. In our opinion, this is mainly due to two reasons.
First, it is harder to immediately control the movement speed and
thus, especially the moment of stopping and starting. This is usually
compensated in scenarios with ground based navigation where this
behavior results in a more natural feeling. Unfortunately, this is not
true anymore for flying.

The accelerator pedal methods and the leaning method performed
very well in general.

The possibility to move backwards was reported as positive when
possible and as negative where is was not possible by a majority of
participants. Additionally, a significant effect on the task completion
time was able to confirm that, even when in our opinion moving
backwards was not as important in the given task as potentially in

a real application. In sum, we recommend to use a method that
allows moving backwards.

Confirming previous results [6], we also found a significantly
higher SSQ score when the participants used the gamepad.

7 CONCLUSION

We collected a survey of different hands-free, HMD-based navigation
methods that can be used while seated in an analyst’s usual workplace.
Additionally, all methods are easily and inexpensive to integrate
into existing workplaces. In the given spatial environment, we found
that a body-leaning metaphor and an accelerometer pedal metaphor
performed best. Additionally, we could derive the recommendations
to avoid using walking metaphors and including the possibility for
traveling backwards. Furthermore, we could confirm observations
made in prior studies that a higher simulator sickness occurs if using
a non-embodied navigation method.
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